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A New Class of Nonlinear Finite-Volume
Methods for Vlasov Simulation

Jeffrey William Banks and Jeffrey Alan Furst Hittinger

Abstract—Methods for the numerical discretization of the
Vlasov equation should efficiently use the phase-space discretiza-
tion and should introduce only enough numerical dissipation
to promote stability and control oscillations. A new high-order
nonlinear finite-volume algorithm for the Vlasov equation that
discretely conserves particle number and controls oscillations is
presented. The method is fourth order in space and time in
well-resolved regions but smoothly reduces to a third-order up-
wind scheme as features become poorly resolved. The new scheme
is applied to several standard problems for the Vlasov–Poisson
system, and the results are compared with those from other
finite-volume approaches, including an artificial viscosity scheme
and the piecewise parabolic method. It is shown that the new
scheme is able to control oscillations while preserving a higher
degree of fidelity of the solution than the other approaches.

Index Terms—Finite-volume methods, plasma simulation,
Vlasov equation.

I. INTRODUCTION

THE VLASOV equation is a fundamental kinetic model
for low-density high-temperature plasmas typical of many

plasmas of interest. Because this model expresses the particle
distribution as a function of time, particle location, and particle
velocity, direct discretization methods are extremely expensive;
the computational cost increases geometrically with dimension.
Thus, stochastic particle-in-cell (PIC) methods [1] have been
the dominant Vlasov simulation techniques. Continuum (or
Eulerian) discretizations of Vlasov are still useful in a comple-
mentary role to PIC, since the continuum approach can provide
information where the inherent noise of PIC may mask physical
effects.

Development of continuum discretization techniques for the
Vlasov equation has not received the attention that it deserves,
perhaps because available computer resources have been in-
sufficient to simulate meaningful multidimensional problems.
Much work that has been done has focused on the dimension-
ally split semi-Lagrangian approach, with a variety of spline or
spectral interpolants [2]–[4] used. The shortcomings of this ap-
proach include the lack of discrete conservation, the occurrence
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of unphysical oscillations in the solution, and the generation of
negative values in the positive-definite solution. Several vari-
ations of the semi-Lagrangian approach have been developed
to address these numerical difficulties [5]–[9]. Nevertheless, in
the modern era of massively parallel computing, one of the
primary advantages of the semi-Lagrangian approach—the lack
of a stability restriction on the time step used—is diminished
by the fact that domain decomposition favors local schemes of
compact support. Furthermore, split algorithms are inherently
task serial, whereas unsplit algorithms are more amenable to
task parallelization on multicore processors.

In the last decade, as increased computer power has enabled
Vlasov simulation in higher dimensions, attention has been
drawn toward discretization methods developed in the applied
mathematics and engineering communities for hyperbolic sys-
tems. Examples include finite-element [10] and pseudospectral
methods [11] that allow for adaptive mesh refinement (AMR),
as well as finite-volume methods from compressible gas dy-
namics [12]–[14]. In related work, 5-D gyrokinetic core codes
have been developed using low- and high-order linear finite-
difference schemes [15]–[17].

A very promising class of such algorithms are the flux-
based higher order nonlinear finite-volume schemes [18]–[20]
that can enforce conservation, monotonicity, and, with further
modification, positivity; at least one 4-D Vlasov–Maxwell code
based on the piecewise parabolic method (PPM) has been
developed [14]. Additional advantages of these finite-volume
approaches are that they can easily be extended to higher order
in both space and time and that they naturally fit within the
framework of AMR. Both higher order and AMR can be used
to reduce the cost of continuum Vlasov simulation. However,
nonlinear finite-volume methods have disadvantages for Vlasov
simulation as well, most notably a potentially severe stability
restriction on time step size and increased computational cost
due to oscillation control.

In this paper, we present a new class of nonlinear finite-
volume schemes that attempt to balance these tradeoffs. The
new approach is based on the higher order finite-volume frame-
work developed in [21], [22] and has certain similarities with
the more standard WENO approach. However, this new scheme
is optimized more for Vlasov solutions than for shock-capturing
applications for which PPM and WENO were originally de-
veloped. The result is a scheme that does an excellent job of
preserving order while adding sufficient dissipation to control
unphysical oscillations. An optional addition to the algorithm
based on a multidimensional flux-corrected transport (FCT)
algorithm [23] can be used to self-consistently enforce distri-
bution function positivity [21].

0093-3813/$26.00 © 2010 IEEE
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In the next section, we briefly describe the Vlasov–Poisson
system that we use as our model problem. We then present
the generic formulation of the fourth-order finite-volume dis-
cretization. In Section III, we discuss the challenges of Vlasov
simulation within the context of the numerical analysis of meth-
ods for hyperbolic partial differential equations and follow them
with a discussion of traditional fixes to these problems. We then
describe the new algorithm in full detail, and in Section VII, we
present the results of comparative numerical studies using the
new algorithm.

II. GOVERNING EQUATIONS AND MODEL PROBLEM

Because the purpose of this is to describe a new algorithm
and demonstrate its performance, it is appropriate to describe
a simple physical model. Consider a collisionless quasi-neutral
plasma in one space and one velocity dimension where the ions
have been assumed to be stationary. As a further simplification,
assume that we are in the nonrelativistic zero-magnetic-field
limit. For this case, the well-known Vlasov–Poisson system
(1)–(3) describes the evolution of the electron distribution
function f(x, v, t) in phase space (x, v)

∂

∂t
f(x, v, t) + v

∂

∂x
f(x, v, t) − E

∂

∂v
f(x, v, t) = 0 (1)

E(x, t) = − ∂

∂x
φ(x, t) (2)

∂2φ

∂x2
=

∞∫
−∞

f(x, v, t)dv − 1. (3)

In (1)–(3), v is the velocity, x is the physical coordinate, t is
the time, φ is the electric potential, and E is the electric field.
We have chosen units such that the electron mass and charge
are unity.

We investigate problems on the periodic domain x ∈ [−L,L]
with initial conditions f(x, v, 0) = f0(x, v). The domain is
artificially truncated in the v-direction at some location vmax,
and an appropriate outflow/inflow condition is applied. Note
that periodicity and (3) imply that

L∫
−L

∞∫
−∞

f(x, v, t)dvdx = 1

for all time. The exact specifications of the initial conditions as
perturbations of Maxwellian distributions will be provided as
needed.

III. MOTIVATING EXAMPLE

In the context of numerical approximation, two prevalent
features of Vlasov systems deserve special consideration. The
first of these is the fact that the system is nonlinear. Although
the fourth-order Runge–Kutta integration scheme (RK-4) that
we adopt here is slightly dissipative, that dissipation is insuf-
ficient to stabilize the centered spatial approximations when
used for the simulation of sufficiently nonlinear problems [24].
The question of whether the Vlasov systems of interest are in
this class is not proved, but practical experience indicates quite

Fig. 1. Examples showing the need for AV. Plotted is the distribution function
f(x, v, t) at time t = 45 computed using (left) Nx = Nv = 64 and (right)
Nx = Nv = 2048.

strongly that additional dissipation of some kind is required
while respecting certain conservation properties. The second
feature to which we need to pay heed is the shearing nature
of the solutions. By this we mean that because the spatial
advection velocity is the velocity coordinate, structures present
in the initial conditions will tend to shear and become thin as
time progresses.

These two features are demonstrated using a two-stream
instability problem using the parameters from [4] but a stronger
initial spatial perturbation. The initial distribution function used
here is given by

f(x, v, t = 0) =
v2

√
2π

(
1 − 1

2
cos

(x

2

))
exp

(
−v2

2

)
(4)

and the domain is given by L = 2π and vmax = 6. Fig. 1 shows
numerically computed results using the linear centered scheme
of Section V. Shown are a coarse simulation (Nx = Nv = 64)
and a finely resolved simulation (Nx = Nv = 2048) at the
same time t = 45. Both results capture, at some level, the broad
dynamics of the problem, but for both cases, the approximations
exhibit erroneous numerical oscillations. These are caused by
some combination of fine scales in the exact solution and the
inherent nonlinearity of the governing system. Notice further
that, for both simulations, the electron number density drops
significantly below zero. These results serve to demonstrate that
poor behavior can be exhibited by schemes using purely central
spatial discretizations for this type of nonlinear problem.

IV. POSSIBLE FIXES

Numerical analysis informs us that most low-dissipation lin-
ear discretizations applied to variable-coefficient and nonlinear
hyperbolic problems will eventually generate spurious oscilla-
tions and often become unstable [24]. The problem arises from
the nature of the continuous solutions that typically generate
finer and finer scales, and an accurate discrete approximation
will do the same. Thus, the discrete operator eventually gener-
ates scales unresolvable on the mesh, and oscillations are pro-
duced. From a spectral perspective, the energy in unresolvable
modes is aliased to resolvable modes.

Since the earliest days of numerical simulation, researchers
have been wrestling with this problem. The generation of
oscillations is a signal that the solution is under-resolved, and
one philosophy is that the computation should be terminated or
a finer mesh should be used. This is often impractical, and if
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the under-resolved scales have little influence on the goal of
the calculation, increasing the resolution would be wasteful.
Many other approaches have emerged, and the commonality
is that these methods attempt to remove energy either directly
or indirectly from under-resolved scales through some sort of
dissipation. The tradeoff is that the accuracy of some scales
resolvable on the grid is sacrificed. Thus, while each of these
“fixes” can be posed such that particle number is conserved to
round-off error, all other conserved quantities are accurate only
to within truncation error.

The simplest solution is to add a linear dissipative term to
the discretization in the form of an artificial viscosity (AV) or
hyperviscosity [24]. Precise forms are known that guarantee
stability [24]. However, there are drawbacks to this approach.
First, the linear viscosity term is always active and so con-
tinuously damps all modes in the solution, which can even
smear well-represented profiles. In addition, high-derivative
hyperviscosity terms are required to achieve higher order,
but discretizations of higher derivatives are often not robust.
Finally, the method introduces an adjustable coefficient on
which the discrete solution depends.

A related approach from spectral discretizations are de-
aliasing [25, Sec. 11.5] or direct filtering [5]. Here, the coef-
ficients of a predetermined set of high-wavenumber modes are
zeroed out at the end of each time step. Effectively, the energy
that naturally flows into these modes is artificially removed
from the system.

Shock-capturing methods are a somewhat different class of
schemes that have been developed in computational compress-
ible fluid dynamics. A well-known theorem [26] states that
linear monotonic algorithms for hyperbolic equations will be
at most first order. To achieve higher order, shock-capturing
approaches nonlinearly adapt the stencil and order of the dis-
cretization in order to obtain monotonic or nearly monotonic
solutions. Standard methods include flux-limiting methods of
FCT type [23], [27] and geometric approaches based on limit-
ing conservative interpolations within cells, such as the piece-
wise linear MUSCL scheme [28] and the PPM scheme [18].
Results using a method-of-lines variant of the PPM scheme
[22] are shown in Fig. 2. In a method-of-lines approach, this
scheme is fourth order accurate in space and, for our RK-4
time discretization, is fourth order accurate in time. A difficulty
with these methods is that, because they are optimized for
shock capturing, they all reduce to first order in regions where
the solution is under-resolved and typically also at solution
extrema, although recent work has tried to minimize extrema
clipping [19].

Other geometrically inspired schemes include the (weighted)
essentially nonoscillatory [(W)ENO] [20] methods. These
methods do not guarantee monotonicity, but they are higher or-
der, do not clip extrema, and do a reasonable job of minimizing
oscillations, even around a discontinuity. Schemes of this type
adapt their stencil in order to obtain the smoothest interpolant of
the data. In the standard upwind formulation, WENO schemes
select a computational stencil as a weighted combination from
a collection of upwind-biased lower order stencils, e.g., a fifth-
order discretization in smooth regions composed of three third-
order stencils. On the other hand, switching from central to

Fig. 2. Distribution function f(x, v, t) at time t = 45 for the two-stream
instability problem using the mesh Nx = Nv = 64 and the centered scheme
with (left) AV and (right) PPM.

upwind stencils may have advantages if the goal is to switch
from a dissipationless difference to a difference with implicit
numerical dissipation. It is this fact that leads to our new
approach in Section VI.

Before proceeding, however, we will make one final point
about positivity. Unphysical oscillations are the most obvi-
ous causes of nonpositive solution values. However, merely
controlling oscillations does not guarantee solution positivity,
particularly in multiple dimensions. Well-known theory [26]
demonstrates that there are no linear schemes above first order
that preserve solution positivity, and the nonlinear oscillation-
controlling schemes above do not, by themselves, guarantee
positivity. To retain positivity, one must appeal to some other
mechanism. By far, the most common approach is to floor
nonpositive values to zero; this technique is neither consistent
with the governing equations nor conservative.

Alternatively, as discussed in [21], a consistent conserva-
tive correction to enforce solution positivity can be formu-
lated using FCT. Specifically, Zalesak’s multidimensional FCT
scheme [23] allows for the imposition of constraints on the
solution other than monotonicity. In this usage, the multidimen-
sional FCT scheme limits base-scheme fluxes with positivity-
preserving fluxes just enough to guarantee that the updated
solution is positive definite. Any base-scheme fluxes can be
used, including fluxes previously limited by other means; the
procedure works with all of the linear and nonlinear discrete
fluxes discussed in this paper. Thus, this FCT approach de-
couples the issues of oscillation control and positivity preser-
vation, while the flux-based form ensures consistency and
conservation.

We mention the FCT positivity-preservation procedure here
for completeness. We have made successful use of the approach
in practice with all of the methods presented in this paper.
However, the intent of this paper is to focus on the properties
of our new oscillation-suppressing scheme in contrast to other
common methods. In the interest of space, and since the FCT
positivity-preservation procedure is independent of the choice
of base-scheme flux, we have elected to include no results
using the FCT algorithm in this paper. The interested reader is
referred to [21] for some comparative results of the FCT scheme
for positivity preservation.

V. BASIC NUMERICAL METHOD

Our basic finite-volume discretizations follow the approach
in [21], [22]. Let us rewrite the Vlasov equation (1) in
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flux-divergence form

∂

∂t
f(ξ, t) + ∇ξ · F (f, ξ, t) = 0 (5)

where the phase-space flux vector is F = (Fx, Fv) = af , the
phase-space velocity vector is a = (v,−E), and the divergence
is with respect to ξ = (x, v). We construct a uniform Cartesian
partitioning of phase space into control volumes

Vij =
[
i − 1

2
, i +

1
2

]
Δx ×

[
j − 1

2
, j +

1
2

]
Δv.

Integrating (5) over one such control volume and dividing
by the volume ΔxΔv, we obtain the exact system of ordinary
differential equations

d

dt
f̄ij = − 1

ΔxΔv

∫
Vij

∇ξ · Fdxdv

= − 1
Δx

(
〈Fx〉i+ 1

2 ,j − 〈Fx〉i− 1
2 ,j

)

− 1
Δv

(
〈Fv〉i,j+ 1

2
− 〈Fv〉i,j− 1

2

)
(6)

where the cell average f̄ij is defined to be

f̄ij ≡ 1
ΔxΔv

∫
Vij

fdxdv

and the angle braces denote face averages, e.g.,

〈Fx〉i+ 1
2 ,j =

1
Δv

vj+1/2∫
vj−1/2

F (xi+1/2, v)dv.

The face-averaged fluxes can be approximated by the
products of other face-averaged quantities and transverse deriv-
atives by using Taylor series expansions. Define the second-
order central difference operators Dxuij ≡ ui+1,j − ui−1,j and
Dvuij ≡ ui,j+1 − ui,j−1. Then, to fourth order

〈Fx〉i+ 1
2 ,j ≈〈v〉i+ 1

2 ,j〈f〉i+ 1
2 ,j +

1
48

Dv〈f〉i+ 1
2 ,j

〈Fv〉i,j+ 1
2
≈ − 〈E〉i,j+ 1

2
〈f〉i,j+ 1

2

− 1
48

Dx〈E〉i,j+ 1
2
Dx〈f〉i,j+ 1

2
.

Relating the face averages of a and f to cell averages of
the same quantities completes the spatial discretization. For
comparison in subsequent sections, the baseline linear central
fourth-order approximation is used, e.g.,

〈f〉i+ 1
2 ,j ≈ 7

12
(f̄i,j + f̄i+1,j) −

1
12

(f̄i−1,j + f̄i+2,j). (7)

One variant that we use for comparison is the addition of
a linear AV that adds O(Δx4) and O(Δv4) dissipation to the
truncation error, i.e.,

〈f〉AV
i+ 1

2 ,j =〈f〉i+ 1
2 ,j−μΔx

[
f̄i+2,j−3(f̄i+1,j−f̄i,j)−f̄i−1,j

]
(8)

with a constant μ > 0; the form is similar for v-faces. A choice
of μ = 0.1 performs reasonably well for the problems consid-
ered in this paper. When differenced in flux-divergence form
(6), the additional terms (8) approximate fourth derivatives of
the solution in each coordinate direction. A second variant we
will use for comparison is the nonlinear method-of-lines PPM
scheme described in detail in [22]. The choice of the face-
average approximation is what distinguishes our new scheme
from previous work.

To compute the phase-space velocity, we require velocity
face averages of the electric field; these are equivalent to the
configuration-space cell averages of the electric field com-
puted by solving the potential equation. The instantaneous cell-
averaged electric field are to fourth order

Ēi ≈
1

12Δx

[
8(φ̄i+1 − φ̄i−1) − φ̄i+2 − φ̄i−2

]
.

In configuration space, we average (3) over each
configuration-space cell Vi

1
Δx

∫
Vi

∂2φ(x, t)
dx2

dx = ρ̄i(t).

Discretely, we construct a nearly pentadiagonal system from
the stencil

30φ̄i − 16(φ̄i+1 + φ̄i−1) + (φ̄i+2 + φ̄i−2) = 12Δxρ̄i (9)

which gives a fourth-order approximation of the cell-averaged
potential. The resulting linear algebra problem can be LU-
decomposed once at the beginning of a run and stored. Periodic
boundary conditions in x lead to a singular system, which is a
well-known problem that can be handled by projecting out the
portion of ρ̄(x) residing in the null space of the matrix. This
amounts to ensuring that

∑
i ρ̄(xi) = 0, and in doing so, we

ensure that φ̄(x) is normalized around zero. Of course, since we
take a derivative of φ̄(x) to get Ē(x), the offset has no effect on
the solution.

The cell average of net charge density is computed in this
finite-volume formulation

ρ(x, t) = 1 −
∞∫

−∞

f(x, v, t)dv

= 1 − Δv

∞∑
j=−∞

f̄ij ≈ 1 − Δv

vmax∑
j=−vmax

f̄ij .

The last approximation occurs in any noninfinite discretiza-
tion basis; we adopt the standard approach of truncating the
velocity domain to |v| ≤ vmax, where the number of particles
beyond this domain is treated as negligible.

For the temporal discretization of the semidiscrete Vlasov
equation (6), any stable method can be used. We do not have
competing time scales in this problem, so as in [22], we choose
the standard explicit fourth-order Runge–Kutta scheme. At
each stage in the Runge–Kutta update, we solve the discrete
potential equation (9) prior to the evaluation of phase-space flux
divergence, as given by the right-hand side of (6).
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VI. NEW NUMERICAL METHOD

We wish to devise a numerical method that has the property
that, for well-represented solutions, the fourth-order centered
approximation (7) is used, but that introduces numerical dissi-
pation when solution features cannot be represented on a given
mesh. We take the stance that a suitable viscosity is provided by
the third-order upwind approximation, and our goal is to derive
a solution-dependent switch to transition smoothly between the
fourth-order central and third-order upwind fluxes. As an ad-
ditional design criterion, we seek to preserve the discretization
stencil of the centered fourth-order approximation.

We focus on the determination of the face average Fi+(1/2),j ;
the other face averages are determined in a similar manner. We
suppress mention of the time step for clarity. Similarly to the
WENO method [20], we compose the face reconstruction as a
weighted sum of third-order approximations

〈F 〉i+ 1
2 ,j ≈ wi+ 1

2 ,j,L〈F 〉i+ 1
2 ,j,L + wi+ 1

2 ,j,R〈F 〉i+ 1
2 ,j,R (10)

with

〈F 〉i+ 1
2 ,j,L ≈ 1

6
(−f̄i−1,j + 5f̄i,j + 2f̄i+1,j) (11)

〈F 〉i+ 1
2 ,j,R ≈ 1

6
(2f̄i,j + 5f̄i+1,j − f̄i+2,j). (12)

Here, 〈F 〉i+(1/2),j,L and 〈F 〉i+(1/2),j,R are third-order ap-
proximations of the face average, with “ L” and “ R” indicating
the data biased to the left or right, respectively. Define the ideal
weight d = 1/2 such that, for wi+(1/2),j,L = wi+(1/2),j,R = d,
(10) reduces to the centered fourth-order approximation.

Focusing on the stencil associated with Fi+(1/2),j,L, we
define the polynomial

Pi+ 1
2 ,j,L(x) =

Ai+ 1
2 ,j,L

2Δx2
η2 +

Bi+ 1
2 ,j,L

2Δx
η + Ci+ 1

2 ,j,L (13)

with

Ai+ 1
2 ,j,L = f̄i+1,j − 2f̄i,j + f̄i−1,j

Bi+ 1
2 ,j,L = f̄i+1,j − f̄i−1,j

Ci+ 1
2 ,j,L = f̄i,j .

Here, η = x − xi measures the distance from xi. A smooth-
ness indicator in a symmetric interval about xi+(1/2) is
given by

βi+ 1
2 ,j,L = Δx

Δx∫
0

(
d

dχ
Pi+ 1

2 ,j,L(χ)
)2

dχ

+Δx3

Δx∫
0

(
d2

dχ2
Pi+ 1

2 ,j,L(χ)
)2

dχ.

This is more concisely written as

βi+ 1
2 ,j,L =

4
3
A2

i+ 1
2 ,j,L +

1
2
Ai+ 1

2 ,j,LBi+ 1
2 ,j,L +

1
4
B2

i+ 1
2 ,j,L.

(14)

Similar reasoning for the right stencil yields

βi+ 1
2 ,j,R =

4
3
A2

i+ 1
2 ,j,R − 1

2
Ai+ 1

2 ,j,RBi+ 1
2 ,j,R +

1
4
B2

i+ 1
2 ,j,R

(15)
where

Ai+ 1
2 ,j,R = f̄i+2,j − 2f̄i+1,j + f̄i,j

Bi+ 1
2 ,j,R = f̄i+2,j − f̄i,j .

Define approximate stencil weights as

ŵi+ 1
2 ,j,k =

ai+ 1
2 ,j,k

ai+ 1
2 ,j,1 + ai+ 1

2 ,j,2

with

ai+ 1
2 ,j,1 =

d(
ε + βi+ 1

2 ,j,L

)2

ai+ 1
2 ,j,2 =

d(
ε + βi+ 1

2 ,j,R

)2

for k = 1, 2 and ε being a small parameter (typically ε = 1 ×
10−40).

As with traditional WENO schemes, convergence rates near
certain types of critical points (points with many zero deriva-
tives) may be less than optimal. A detailed discussion of these
issues is presented in [29]. As in that work, we perform a
mapping of the weights in order to regain optimal convergence
rates whenever possible. For our fourth-order implementation,
the mapping suggested in [29] can be rewritten

bi+ 1
2 ,j,k = ŵi+ 1

2 ,j,k

(
3
4

+ ŵi+ 1
2 ,j,k

(
ŵi+ 1

2 ,j,k − 1
2

))
.

The final formula for the weights is then

wi+ 1
2 ,j,k =

bi+ 1
2 ,j,k

bi+ 1
2 ,j,1 + bi+ 1

2 ,j,2

. (16)

Note that we have not associated the weights with either
stencil.

The two weights (16) provide a quantitative measure of the
degree to which the solution can be represented on the grid.
More specifically, the weights define how well the two third-
order approximations represent the solution. For smooth flows,
they both converge to the ideal weight d = 1/2 as O(Δx2), and
so, in terms of accuracy, it makes no difference which stencil re-
ceives which weight. In order to maximize the upwind diffusion
in the final numerical method, we choose the larger weight for
the upwind third-order approximation and the smaller weight
for the downwind third-order stencil. Thus

if
(
vi+ 1

2 ,j > 0
)

,

⎧⎨
⎩

wi+ 1
2 ,j,L = maxk

(
wi+ 1

2 ,j,k

)

wi+ 1
2 ,j,R = mink

(
wi+ 1

2 ,j,k

)

else

⎧⎨
⎩

wi+ 1
2 ,j,L = mink

(
wi+ 1

2 ,j,k

)

wi+ 1
2 ,j,R = maxk

(
wi+ 1

2 ,j,k

)
.
(17)
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Fig. 3. Distribution function f(x, v, t) at time t = 45 for the two-stream
instability problem. On the left are the results with Nx = Nv = 64, and on
the right are those with Nx = Nv = 2048.

The resulting scheme converges at fourth order for smooth
flows, uses the same stencil as the linear fourth-order algorithm,
but introduces an upwind AV when the flow features become
sharp. Our choice of weights is distinct from the traditional
WENO approach, where the weighting is done to favor the
smoothest interpolant, even if it is an unstable downwind
approximation.

We return to the two stream examples shown in Figs. 1 and
2 using the new scheme. The results for Nx = Nv = 64 and
Nx = Nv = 2048 are shown in Fig. 3. The effectiveness of the
proposed scheme is clear, as these results lack the numerical os-
cillations that characterize the purely centered results of Fig. 1.
At the same time, the scheme captures the relevant features of
the solution that are representable on the given computational
domain. Notice that, for Nx = Nv = 64, the solution displays
many of the features of the finely resolved computation, even
capturing the trapping regions near (±2,∓3); this is not seen in
either the AV or PPM solutions in Fig. 2.

To demonstrate the convergence properties of the new
method, we consider results for a variable-coefficient advection
problem using a manufactured solution. Such an example exer-
cises all the terms in the new algorithm and has a known smooth
exact solution. We solve

∂f

∂t
+

∂(v1f)
∂x1

+
∂(v2f)
∂x2

=
∂U

∂t
+

∂(v1U)
∂x1

+
∂(v2U)

∂x2
(18)

where

v1 = a1 sin(2πx1) cos(2πx2) + v1,0

v2 = a2 sin(2πx1) sin(2πx2) + v2,0

U = a3 sin(2πx1) sin(2πx2) cos(2πt) + f0

and a1 = 0.1, a2 = 0.2, a3 = 0.3, v1,0 = 1.0, v2,0 = 0.9, and
f0 = 0.8. Note that the right-hand side of (18) forces the
solution in such a way that f = U is the solution to (18). Fig. 4
shows the error for the various schemes using N = 160. Table I
shows convergence results for a series of resolutions.

A number of salient points can be made using this example.
First, all schemes achieve the optimal fourth-order convergence
by N = 80. Second, we note that the new scheme becomes
virtually indistinguishable from the centered scheme at mod-
erate resolutions but provides sufficient nonlinear viscosity

Fig. 4. Error in the manufactured solution using N = 160 for (top left) the
centered scheme, (top right) new scheme, (bottom left) AV, and (bottom right)
PPM. Note the larger errors from the AV scheme and the noisy error signature
of the PPM method.

TABLE I
CONVERGENCE OF MAXIMUM POINTWISE ERROR FOR THE

MANUFACTURED SOLUTION WITH VARIOUS SCHEMES.
A RATIO OF 16 BETWEEN SUCCESSIVE ERRORS

INDICATES FOURTH-ORDER CONVERGENCE

when needed. Third, the mixing between low and high orders
in the new scheme is based on smooth high-order accurate
smoothness indicators, and so, the error is smooth. The error
is not smooth for the PPM scheme, which uses hard switches
to preserve accuracy near extrema; hard switches, also a feature
of ENO schemes, tend to produce “noisy” errors.

VII. ADDITIONAL NUMERICAL RESULTS

In order to more clearly understand the character of the
proposed scheme, we apply it to a number of well-known test
problems from the literature.

A. Landau Damping

We begin with the Landau damping problems [30, Sec. 8.6]
with the initial distribution function given by

f =
1√
2π

exp
(
−v2

2

) (
1 + α cos

(x

2

))
(19)

as specified in [4] and [12]. We take the domain with L = 2π
and vmax = 2π. The parameter α defines the problem, with
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Fig. 5. Magnitude of the (blue) first and (red) tenth Fourier modes of the
electric field for the Landau damping problem with α = 0.01. Also shown
is a reference line indicating the theoretical decay rate of the first mode, i.e.,
γ = −0.1553. The results were computed on the mesh Nx = Nv = 64 using
(top left) the centered scheme, (top right) the new scheme, and the centered
scheme with (bottom left) AV and (bottom right) PPM.

α = 0.01 and α = 0.5 being often called “linear” and
“nonlinear,” respectively. For the weaker case with α = 0.01,
the nonlinear effects in the problem are negligible at early
times, and so, the use of a nonlinear scheme is unnecessary.
As such, the desired behavior is that the oscillation-controlling
methods produce results similar to those of the original centered
scheme. Fig. 5 shows the magnitude of the first and tenth
Fourier modes of the electric field, as well as a reference line
indicating the analytic decay rate for the magnitude of the
first Fourier mode. For the linear, PPM, and new schemes,
the resonant frequency is computed to be ω = 1.4155 over the
first 12 periods; the theoretical value is 1.4157. The resonant
frequency from the AV scheme varies between ω = 1.4155 and
ω = 1.4661 over the first 12 periods.

The AV scheme also sits apart from the others in that it con-
tinually damps the solution, which eliminates the well-known
recurrence phenomenon; note that the decay rate gradually
departs from the analytical result as it becomes dominated by
artificial damping. The centered scheme, the new scheme, and
the PPM scheme behave in a similar way for the leading mode,
but their treatment of the tenth mode is somewhat different. The
nonlinearity of the nonlinear schemes pushes energy into higher
modes, even in the early-time linear phase of the problem, and
the PPM scheme transfers more energy than the new scheme.
The original (linear) centered scheme shows no growth in the
higher mode initially, but at longer times, the nonlinearity of
the Vlasov–Poisson system begins to transfer energy to higher
modes. Unlike the (linear) AV scheme, the centered scheme
has too little dissipation to damp high-wavenumber modes, and
the energy in higher modes will continue to grow, most likely
causing instability.

For the Landau damping problem with α = 0.5, the non-
linearities in the problem will pose difficulties for the central
scheme similar to those shown for the motivating two-stream
problem in Fig. 1. In fact, this type of strongly nonlinear exam-

Fig. 6. Distribution function f(x, v, t) at t = 140 for the strong Landau
damping problem with α = 0.5. The results were computed on the grid Nx =
Nv = 64 using (top left) the centered scheme, (top right) the new scheme,
and the centered scheme with (bottom left) AV and (bottom right) PPM. Note
that the range of variation for the unphysically oscillating solution using a
low-dissipation linear scheme is actually [−0.14, 0.65], so extrema have been
clipped by the choice of color map. The new scheme does the best job capturing
the trapping regions near v = ±2.

ple is the primary motivation of our investigation of nonlinear
limiting algorithms. The desired effect for this test problem is
for the method to allow the representable nonlinear features to
grow but to provide sufficient damping to ensure the overall
algorithmic stability, even at late time.

Fig. 6 shows computed approximations at low resolution
(Nx = Nv = 64) and late time (t = 140) and serves to demon-
strate the need to include some form of artificial dissipation for
this type of problem. It is clear that there is little of practical
value that can be determined from the purely centered scheme
(note that the full range of variation [−0.14, 0.65] is not visible
with the unified color map), while the linear AV scheme has
essentially smeared any coherent structures in the problem. On
the other hand, the two nonlinear schemes are able to capture
the representable features in the problem; our new scheme does
so with slightly better fidelity.

Fig. 7 shows this point by comparing the spatially averaged
distribution functions of the coarse simulations with a more
finely resolved simulation computed using the new scheme with
Nx = Nv = 1024 at t = 30 and t = 140. Clearly, the fine-scale
structures in the problem will not be visible on the coarse mesh,
and so, for the zoomed-in plots on the right, we compare only
the fist 32 Fourier modes of the finely resolved simulation. The
AV scheme clearly adds too much overall dissipation to the
solution. At early time t = 30, the centered and new schemes
are in good agreement, while the PPM scheme captures more
of the variation but with greater amplitude error. At a later
time, the centered scheme contains unacceptable unphysical
oscillations. The PPM and new schemes, however, capture the
general features of the smoothed high-resolution solution, with
the new scheme generally showing slightly better agreement.
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Fig. 7. Average distribution functions for the strong Landau damping problem
at (top) t = 30 and (bottom) t = 140. The plots on the right include only the
first 32 Fourier modes from the finely resolved solution and are an enlargement
near the shoulder in the distribution function to better show details.

Fig. 8. Magnified region of the distribution function f(x, v, t) at time t = 45
for the two-stream instability problem using the mesh Nx = Nv = 2048
and (left) the new scheme and (right) the AV scheme. Note the grid-mode
oscillations in the center of the plot on the right.

B. Two-Stream Instability

We return briefly to the motivating example of Section III.
Throughout the results, we have mentioned that the artificial
dissipation scheme is overly dissipative. One logical response
would be to decrease the tunable dissipation coefficient μ; the
choice of such an algorithmic knob is always open to debate.
However, Fig. 8 shows the same computation, as shown in
Fig. 3, but in a zoom near the origin, and compares the new
scheme to the AV scheme. Throughout this paper, we have
taken a constant value for the AV parameter, and in Fig. 8,
one can see that this choice is actually insufficient to suppress
all numerical oscillations in the approximation at very high
resolution. In the figure, note the unphysical high-wavenumber
oscillations in the AV results near the top and bottom of
the trapping region that are not present in the new scheme.
Although small in magnitude, these oscillations show that our
choice of the AV parameter is not too high but is rather too
small. In general, the choice of parameter is error prone and
represents a severe disadvantage to linear artificial dissipation.

Finally, for quantitative comparison, we consider another
variation of the two-stream instability problem with the initial

Fig. 9. Magnitude of the first Fourier mode of the electric field for the two-
stream instability problem with (blue) vt = 0.5 and (red) vt = 0.0625. Also
shown is a reference line indicating the theoretical growth rate of the first mode,
i.e., γ = 1/

√
8. The results were computed on the mesh Nx = Nv = 64 using

(top left) the centered scheme, (top right) the new scheme, and the centered
scheme with (bottom left) AV and (bottom right) PPM.

distribution function given by

f = ft(v) (1 + 0.0005 cos(0.2x))

with

ft(v)=
1√
8πvt

[
exp

(
− (v − v0)2

2v2
t

)
+exp

(
− (v + v0)2

2v2
t

)]

where v0 = 5
√

3/4. The domain is defined by L = 5π and
vmax = 8, and we use Nx =Nv = 64. Linear theory [30,
Sec. 9.3] for cold distributions predicts that a maximum growth
rate of γ = 1/

√
8 ≈ 0.354 will occur for mode k = 0.2. Since

we cannot represent delta functions discretely, we instead
choose vt = 1/2 and 1/16 to observe the behavior as the initial
distributions become narrower.

The results are shown in Fig. 9. We see that, for all schemes,
the agreement is reasonable, given the finite-width distributions
and the asymptotic nature of the theoretical prediction. For
all schemes except PPM, as we decrease the width of the
initial streams, the growth rate increases toward the theoretical
maximum value. We believe that the lack of change in the PPM
scheme is due to its more severe reduction in order for poorly
resolved features leading to enhanced numerical damping. The
new scheme does not have this problem and, in fact, comes
closest to the theoretical value. Linearly extrapolating to the
zero-width limit from the growth rates in the time range 20 ≤
t ≤ 30, the zero-width growth rates are 0.178, 0.180, and 0.209
for the linear, AV, and new schemes, respectively.

C. Bump-on-Tail Instability

As a final example, we address the bump-on-tail instability
[30, Sec. 9.4] using the parameters specified in [4] and [12].
The initial distribution function is given by

f = fb(v) (1 + 0.04 cos(0.3x))
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Fig. 10. Distribution function f(x, v, t) at t = 200 for (left) the PPM scheme
and (right) the new scheme with grid resolutions (Nx, Nv) = (128m, 512m)
for (top) m = 1 and (bottom) m = 4. Note that the degree of detail in the PPM
solution is comparable to that in the solution from the new scheme with four
times less resolution. A quadratic (cf. linear) color mapping was used in these
plots to accentuate the details in the trapping region.

with

fb(v) =
0.9√
2π

exp
(
−v2

2

)
+

0.2√
2π

exp
(
−4(v − 4.5)2

)
.

The domain is defined by L = 10π/3 and vmax = 8, and
we use Nx = 128m and Nv = 512m, where m is a parameter
dictating the resolution. We have already demonstrated the
need to include viscosity into the approximation, and we have
demonstrated that the linear AV is not satisfactory. As a result,
we present results for this bump-on-tail problem only for the
new proposed scheme and the PPM scheme for comparison.
Note that the computations have been performed with the other
schemes, and the results present no surprises. Fig. 10 shows
computed approximations of the phase-space distribution func-
tion at t = 200 for m = 1 and m = 4 using the two schemes.
Both approximation techniques capture the trapping region near
v = 3, but the new approximation (right) achieves significantly
higher resolution of small features. In fact, the coarser results
(m = 1) for the new scheme (top right) capture roughly the
same set of features as the PPM scheme with four times as much
resolution (m = 4, bottom left).

Notice further that the position of the trapped region is
quite well located even at m = 1 for the new scheme, while
for PPM, it is moving slightly too fast. This phase error can
also be investigated via the electric field that is shown in
Fig. 11 for four resolutions, i.e., m = 1, 2, 4, and 16. The final
resolution is included as a reference and is intended to be a
close approximation to the exact electric field. Here, we see that
the PPM scheme has accumulated a significant phase error for
low resolution and is converging to the reference solution quite
slowly. On the other hand, the new scheme produces quite-close
results, even at low resolution, and the higher resolutions are
seen to be nicely convergent.

Fig. 11. Electric field E(x, t) at t = 200 for (left) the PPM scheme and
(right) the new scheme. The result from a highly resolved computation with
m = 16 is also displayed for reference. Note that the new scheme better
captures the phase at all resolutions.

VIII. CONCLUSION

In this paper, we have discussed the application of high-order
finite-volume methods to the simulation of Vlasov systems.
The need for the explicit or implicit inclusion of some form
of artificial dissipation was demonstrated through a number of
model problems, including Landau damping, two-stream insta-
bility, and bump-on-tail instability. The standard methods used
for comparison included high-order linear AV and nonlinear
PPM. We introduced a new nonlinear method that is designed to
add an upwind AV when the solution is under-resolved, but to
transition smoothly to a high-order centered approximation for
well-resolved regions of the flow. This method is constructed
specifically with Vlasov systems in mind and leverages the spe-
cific type of nonlinearities present in that the system disallows
genuine nonlinear discontinuities (i.e., shocks). The result is a
scheme that behaves like a fourth-order centered scheme when
the solution is well resolved, but adds an appropriate artificial
dissipation as features in the solution become too fine to be
represented accurately. The properties of this new scheme were
demonstrated in relation to the other schemes through a series
of classical test problems.

Two remaining important advantages of this new scheme
deserve reiteration. First, the finite-volume method that lies at
the heart of our algorithms is inherently local, and so, paral-
lelization is easily done. In fact, some computations presented
in this paper used up to 512 processors, and nearly linear
parallel scaling was observed. Second, the construction of the
new method is quite general and extends to orders higher than
fourth in a straightforward manner. That is to say, the recipe in
Section VI is easily extensible to construct nonlinear schemes
of any even order that reduce to upwind schemes of one
order less.

ACKNOWLEDGMENT

The authors would like to thank Dr. B. Cohen for his
many helpful comments and suggestions. This work was per-
formed under the auspices of the U.S. Department of Energy
by Lawrence Livermore National Laboratory under Contract
DE-AC52-07NA27344.

REFERENCES

[1] C. K. Birdsall and A. B. Langdon, Plasma Physics Via Computer Simu-
lation, 2nd ed. New York: Adam Hilger, 1991, ser. The Adam Hilger
Series on Plasma Physics.

[2] M. Shoucri and G. Knorr, “Numerical integration of the Vlasov equation,”
J. Comput. Phys., vol. 14, no. 1, pp. 84–92, Jan. 1974.



BANKS AND HITTINGER: NEW CLASS OF FINITE-VOLUME METHODS FOR VLASOV SIMULATION 2207

[3] C. Z. Cheng and G. Knorr, “The integration of the Vlasov equation in
configuration space,” J. Comput. Phys., vol. 22, no. 3, pp. 330–351,
Nov. 1976.

[4] T. Nakamura and T. Yabe, “Cubic interpolated propagation scheme for
solving the hyper-dimensional Vlasov–Poisson equation in phase space,”
Comput. Phys. Commun., vol. 120, no. 2/3, pp. 122–154, Aug. 1999.

[5] A. J. Klimas, “A method for overcoming the velocity space filamenta-
tion problem in collisionless plasma model solutions,” J. Comput. Phys.,
vol. 68, no. 1, pp. 202–226, Jan. 1987.

[6] T. Nakamura, R. Tanaka, T. Yabe, and K. Takizawa, “Exactly conservative
semi-Lagrangian scheme for multi-dimensional hyperbolic equations with
directional splitting technique,” J. Comput. Phys., vol. 174, no. 1, pp. 171–
207, Nov. 2001.

[7] T. Yabe, Y. Ogata, K. Takizawa, T. Kawai, A. Segawa, and K. Sakurai,
“The next generation CIP as a conservative semi-Lagrangian solver for
solid, liquid and gas,” J. Comput. Appl. Math., vol. 149, no. 1, pp. 267–
277, Dec. 2002.

[8] F. Filbet, E. Sonnendrücker, and P. Bertrand, “Conservative numerical
schemes for the Vlasov equation,” J. Comput. Phys., vol. 172, no. 1,
pp. 166–187, Sep. 2001.

[9] E. Fijalkow, “A numerical solution to the Vlasov equation,” Comput.
Phys. Commun., vol. 116, no. 2/3, pp. 319–328, Feb. 1999.

[10] N. Besse and E. Sonnendrücker, “Semi-Lagrangian schemes for the
Vlasov equation on an unstructured mesh of phase space,” J. Comput.
Phys., vol. 191, no. 2, pp. 341–376, Nov. 2003.

[11] M. Gutnic, M. Haefele, I. Paun, and E. Sonnendrücker, “Vlasov sim-
ulations on an adaptive phase space mesh,” Comput. Phys. Commun.,
vol. 164, no. 1–3, pp. 214–219, Dec. 2004.

[12] T. D. Arber and R. G. L. Vann, “A critical comparison of Eulerian-grid-
based Vlasov solvers,” J. Comput. Phys., vol. 180, no. 1, pp. 339–357,
Jul. 2002.

[13] F. Filbet and E. Sonnendrücker, “Comparison of Eulerian Vlasov solvers,”
Comput. Phys. Commun., vol. 150, no. 3, pp. 247–266, Feb. 2003.

[14] N. J. Sircombe and T. D. Arber, “VALIS: A split-conservative scheme for
the relativistic 2D Vlasov–Maxwell system,” J. Comput. Phys., vol. 228,
no. 13, pp. 4773–4788, Jul. 2009.

[15] M. Kotschenreuther, G. Rewoldt, and W. M. Tang, “Comparison of ini-
tial value and eigenvalue codes for kinetic toroidal plasma instabilities,”
Comput. Phys. Commun., vol. 88, no. 2/3, pp. 128–149, Aug. 1995.

[16] W. Dorland, F. Jenko, M. Kotschenreuther, and B. N. Rogers, “Elec-
tron temperature gradient turbulence,” Phys. Rev. Lett., vol. 85, no. 26,
pp. 5579–5582, Dec. 2000.

[17] J. Candy and R. E. Waltz, “An Eulerian gyrokinetic-Maxwell solver,”
J. Comput. Phys., vol. 182, no. 2, pp. 545–581, Apr. 2003.

[18] P. Colella and P. R. Woodward, “The piecewise parabolic method (PPM)
for gas-dynamical simulations,” J. Comput. Phys., vol. 54, no. 1, pp. 174–
201, Apr. 1984.

[19] P. Colella and M. D. Sekora, “A limiter for PPM that preserves accuracy
at smooth extrema,” J. Comput. Phys., vol. 227, no. 15, pp. 7069–7076,
Jul. 2008.

[20] C.-W. Shu, “Essentially non-oscillatory and weighted essentially non-
oscillatory schemes for hyperbolic conservation laws,” NASA Lang-
ley Research Center, Hampton, VA, Tech. Rep. NASA-CR-97-206253,
Nov. 1997.

[21] P. Colella, M. R. Dorr, J. A. F. Hittinger, P. McCorquodale, and
D. F. Martin, “High-order, finite-volume methods on locally-structured
grids,” in Numerical Modeling of Space Plasma Flows: Astronum 2008,
vol. 406, N. V. Pogorelov, E. Audit, P. Colella, and G. P. Zank, Eds.
San Francisco, CA: Astronomical Soc. Pacific, 2009, ser. Astronomical
Society of the Pacific Conference Series, pp. 207–216.

[22] P. Colella, M. R. Dorr, J. A. F. Hittinger, and D. F. Martin, “High-order,
finite-volume methods in mapped coordinates,” J. Comput. Phys., 2010,
to be published.

[23] S. T. Zalesak, “Fully multidimensional flux-corrected transport algorithms
for fluids,” J. Comput. Phys., vol. 31, no. 2, pp. 335–362, Jun. 1979.

[24] B. Gustafsson, H.-O. Kreiss, and J. Oliger, Time Dependent Problems
and Difference Methods. New York: Wiley, 1995, ser. Pure and Applied
Mathematics.

[25] J. P. Boyd, Chebyshev and Fourier Spectral Methods, 2nd ed. New York:
Dover, 2001.

[26] S. K. Godunov, “A difference scheme for numerical computation of dis-
continuous solutions of equations of fluid dynamics,” (in Russian), Math.
Sbornik, vol. 47, pp. 271–306, 1959.

[27] J. P. Boris and D. L. Book, “Flux-corrected transport. I. SHASTA, a fluid
transport algorithm that works,” J. Comput. Phys., vol. 11, no. 1, p. 38,
Jan. 1973.

[28] B. Van Leer, “Towards the ultimate conservative difference scheme.
V. A second-order sequel to Godunov’s method,” J. Comput. Phys.,
vol. 32, no. 1, pp. 101–136, Jul. 1979.

[29] A. K. Henrick, T. D. Aslam, and J. M. Powers, “Mapped weighted es-
sentially non-oscillatory schemes: Achieving optimal order near critical
points,” J. Comput. Phys., vol. 207, no. 2, pp. 542–567, Aug. 2005.

[30] N. A. Krall and A. W. Trivelpiece, Principles of Plasma Physics.
New York: McGraw-Hill, 1973.

Jeffrey William Banks received the B.S., M.S.,
and Ph.D. degrees in mathematics from Rensselaer
Polytechnic Institute, Troy, NY, in 2002, 2002, and
2006, respectively.

He was a Postdoctoral Researcher with the
Computational Science Research Institute, Sandia
National Laboratories, Albuquerque, NM, from 2006
to 2008 and a Postdoctoral Researcher with the
Center for Applied Scientific Computing, Lawrence
Livermore National Laboratory, Livermore, CA,
from 2008 to 2009, where he is currently a Member

of the Technical Staff, working on numerical methods for hyperbolic and wave-
dominated phenomena.

Jeffrey Alan Furst Hittinger received the B.S. de-
gree in mechanical engineering from Lehigh Uni-
versity, Bethlehem, PA, in 1993 and the M.S.E.
degree in aerospace engineering, the M.S. degree
in applied mathematics, and the Ph.D. degree in
aerospace engineering and scientific computing from
the University of Michigan, Ann Arbor, in 1994,
1997, and 2000, respectively.

From 2000 to 2002, he was a Postdoctoral Re-
searcher with the Center for Applied Scientific Com-
puting, Lawrence Livermore National Laboratory,

Livermore, CA, where he is currently a Member of the Technical Staff, working
on numerical methods for the simulation of laser–plasma interactions and
magnetically confined plasmas.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues false
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


