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Abstract

We describe an added-mass partitioned (AMP) algorithm for solving fluid-structure interaction (FSI) problems involving inviscid compressible fluids interacting with nonlinear solids that undergo large rotations and displacements. The computational approach is a mixed Eulerian-Lagrangian scheme that makes use of deforming composite grids (DCG) to treat large changes in the geometry in an accurate, flexible, and robust manner. The current work extends the AMP algorithm developed in Banks et al. [1] for linearly elasticity to the case of nonlinear solids. To ensure stability for the case of light solids, the new AMP algorithm embeds an approximate solution of a nonlinear fluid-solid Riemann (FSR) problem into the interface treatment. The solution to the FSR problem is derived and shown to be of a similar form to that derived for linear solids: the state on the interface being fundamentally an impedance-weighted average of the fluid and solid states. Numerical simulations demonstrate that the AMP algorithm is stable even for light solids when added-mass effects are large. The accuracy and stability of the AMP scheme is verified by comparison to an exact solution using the method of analytical solutions and to a semi-analytical solution that is obtained for a rotating solid disk immersed in a fluid. The scheme is applied to the simulation of a planar shock impacting a light elliptical-shaped solid, and comparisons are made between solutions of the FSI problem for a neo-Hookean solid, a linearly elastic solid, and a rigid solid. The ability of the approach to handle large deformations is demonstrated for a problem of a high-speed flow past a light, thin, and flexible solid beam.
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1. Introduction

Fluid-structure interaction (FSI) problems are important in many fields of engineering and applied science. These problems are often difficult to simulate in an efficient, stable and accurate manner. One important issue that arises in many FSI simulations is the treatment of large changes in geometry such as those arising when solid bodies or structures undergo large rotations and deformations. To address this challenge we use a mixed Eulerian-Lagrangian approach together with deforming composite grids (DCG) that can flexibly and efficiently treat these large changes in geometry while retaining high quality grids [1].

A second important issue concerns the stability of the overall FSI algorithm and the numerical treatment of the interface between the fluid and solid domains. This is especially important for the case of partitioned solvers. To address this issue we have developed a variety of added-mass partitioned (AMP) algorithms that embed analytically derived interface conditions into the numerical approximation at the interface as a means to obtain accurate and stable partitioned algorithms, even for light solids when added-mass effects are large. The form of the derived interface conditions depends on the regime of the FSI problem. For the case of inviscid compressible fluids coupled to rigid solids [2], for example, the derived AMP interface conditions incorporate added-mass tensors into the rigid-body equations that stabilize the AMP scheme when the mass of the body is small, or even zero. For cases involving deformable solids, on the other hand, the derived AMP interface conditions take the form of mixed (Robin) type conditions involving the velocity and stress; the coefficients in the mixed interface conditions account for the added mass effects. This approach was first used in [1, 3] for the case of inviscid compressible fluids coupled to a linearly elastic solids, and later extended to FSI regimes involving incompressible fluids coupled to either compressible elastic bulk solids [4] or elastic structural shells [5, 6]. A principal aim of the present paper is to extend the analysis in [1] and develop an AMP algorithm for inviscid compressible fluids coupled to nonlinear hyperelastic solids. This new AMP algorithm is applicable to a large class of FSI problems, such as those involving large solid deformations and rotations.

We consider a mixed Eulerian-Lagrangian formulation of the FSI problem. The equations governing the fluid are formulated in physical (Eulerian) space with evolving boundaries, and are given by the equations of gas dynamics with an ideal equation of state. For the solid, we formulate the governing equations in a static reference (Lagrangian) space, and write these equations as a first-order system for the components of displacement, velocity and nominal stress. A constitutive law relating the stress tensor to the deformation gradient tensor completes the system of equations for the solid. We consider the class of hyperelastic solids which implies a nonlinear constitutive law in general. The mathematical formulation of the FSI problem is closed by specifying initial conditions, by imposing matching conditions for velocity and stress on the deforming fluid-solid interface, and by assigning suitable boundary conditions on the remaining portions of the fluid and solid domains.

The equations governing the fluid and solid are both systems of nonlinear hyperbolic partial differential equations (assuming certain conditions on the deformation in the solid depending on the choice of constitutive law). The equations are solved numerically on DCGs. For the fluid, we use a general arbitrary Lagrangian-Eulerian (ALE) formulation of the equations on moving grids, and solve the equations using a second-order extension of Godunov’s method with an approximate Roe Riemann solver. This Godunov scheme is described in [7] for static boundaries, and extended in [8] for moving boundaries. The numerical treatment of the equations in the fluid domain are well described elsewhere and we provide only a very brief description in this paper for completeness. For the solid, the equations are mapped to a static computational space and solved on overlapping grids using a new second-order accurate, characteristics-based upwind method, which extends the approach in [9] to nonlinear elasticity. The characteristics of the system of equations for the solid with nonzero wave speed correspond to pressure and shear waves. There are also characteristics with zero wave speed corresponding to the tangential components of stress and the components of displacement. The upwind scheme for the solid adds no dissipation to the characteristic variables associated with these zero wave speeds, and this can lead to numerical instabilities for certain problems. To suppress these instabilities, we add small high-order dissipation terms to the components of the solution corresponding to the zero wave speeds.

5Partitioned algorithms, unlike monolithic algorithms, make use of separate solvers for the fluid and solid domains.
There are two other (related) issues that arise when solving the first-order system for the evolution of the solid. The first issue concerns the compatibility between the stress and strain. For the first-order system, we evolve the time derivative of the stress-strain relation, $\dot{P} = \mathcal{P}(\dot{F})$, where $P$ and $F$ denote the nominal stress and deformation gradient tensors, respectively, and thus the numerical solution can drift from satisfying the stress-strain relation. This drift can be suppressed by adding a stress-strain relaxation term (penalty term) to the evolution equation for $P$ following the approach used in [1]. The second issue is that although the momentum equation is in conservation form, the evolution equation for $P$ is not. This is a potential issue when solving problems with discontinuous jumps in the velocity that can occur, for example, when a fluid shock impacts the solid. In this case we have found that use of the stress-strain relaxation term can ameliorate issues related to the non-conservative form. This derives from the fact that satisfaction of the stress-strain relation together with the conservative treatment of the momentum equation would lead to the correct weak solution for convergent numerical schemes. We note that there are alternative conservative formulations of the first-order system, such as the one considered by Miller and Colella [10], for example.

The AMP algorithm based on the interface projection scheme, either full or simplified, is fundamentally different than the traditional partitioned approach to FSI problems, even though both approaches can make use of solutions of Riemann problems in their implementation. Farhat et al. [11, 12], for example, employ a one-sided Riemann problem at the fluid-solid interface, in which the state of the fluid at the interface is determined for a given solid displacement and velocity of the interface. Thus, this interface treatment has the form of a traditional partitioned approach in which the solid velocity and displacement determine the motion of the fluid at the interface, while the fluid stress is applied as a traction condition on the solid. In contrast, the present AMP algorithm uses an interface projection scheme based on a two-sided fluid-solid Riemann problem leading to impedance-weighted averages for the interface velocity and stress for the fluid and solid. An interesting consequence of this AMP approach is that for very light solids, the position and velocity of the interface are determined by the fluid and not by the solid as in the traditional approach.

A number of FSI model problems of varying complexity are considered to demonstrate the use of the new AMP scheme and to evaluate its accuracy and stability. The method of analytic solutions is used to construct an exact solution of an FSI problem for an elastic-piston geometry. Maximum-norm errors in the components of the solution are computed for this problem for composite grids of varying resolution to verify second-order accuracy of the AMP scheme. A more complex FSI problem involving a rotating solid disk in a surrounding fluid is considered to verify the accuracy and stability of the AMP scheme for light, medium and heavy solids. A semi-analytic exact solution is derived for this problem and used to determine the maximum-norm errors in the solution of the AMP algorithm. Second-order accuracy is verified for this problem, and stability is demonstrated even for the difficult case of a light solid when added-mass effects are large. We also consider an FSI problem involving the impact of a planar shock and a light elliptical-shaped solid. The problem is computed for two different hyperelastic solid models, namely, neo-Hookean and linear elasticity, and for a third case which assumes that the solid is rigid. In the latter case, the FSI problem is solved using the AMP scheme described in [2] for light rigid solids. The aim of this last test problem is to show that the AMP scheme is accurate and stable for a range of solid models, and to demonstrate the FSI-DCG approach for a problem with significant and complex solid rotation and deformation. Finally the capability of the scheme to handle very large deformations is illustrated through the simulation of flow past a light and flexible solid beam.

A wide variety of numerical techniques have been and continue to be developed for solving FSI problems; this is a reflection of the importance and broad scope of this active field of research. Some of these numerical approaches include those based on Eulerian, Lagrangian, Arbitrary Lagrangian-Eulerian (ALE)
methods [13–16], immersed boundary methods [17, 18], embedded boundary methods [19], level-set methods [20, 21], interface tracking schemes [22, 23], and distributed-Lagrang-multiplier/fictitious-domain methods [24]. Numerical approximations based on finite-element [25], finite-volume [10, 26] and discontinuous Galerkin methods [27], among others, have been developed. Overlapping grids, on the other hand, have been used to solve a wide variety of problems, primarily in the fields of aerodynamics and fluid dynamics, but more recently they have also been applied to electromagnetics [28] and solid mechanics [9]. Overlapping grids were recognized early on to be a useful technique for treating rigid moving bodies, such as aircraft store separation [29], and have subsequently been applied to many other moving-grid aerodynamic applications, see for example [8, 30–33].

The remaining sections of the paper are arranged as follows. The governing equations for the fluid and solid are given in Section 2; this includes a discussion of the solid constitutive models and the interface conditions. The solution of the fluid-solid Riemann problem is given in Section 3 and the full and simplified AMP interface projections are derived. The FSI time-stepping algorithm that incorporates the AMP projection is outlined in Section 4. This section also includes a discussion of the DCG approach as well as short descriptions of the numerical approaches used to solve the fluid and solid equations in their respective domains. Numerical results for FSI problems involving an elastic piston and a rotating disk are described in Section 5, while results for the shock-solid impact problem are discussed in Section 6. Results for a solid beam in a cross flow are presented in Section 7, and concluding remarks are given in Section 8.

2. Governing equations

We consider the interaction of an inviscid, compressible fluid coupled to a compressible elastic solid. Let us assume that the fluid occupies the domain \( \mathbf{x} \in \Omega(t) \) for time \( t \geq 0 \). The equations governing the evolution of the fluid can be written (with Einstein summation convention) in conservation form as

\[
\frac{\partial}{\partial t} q_i + \frac{\partial}{\partial x_j} f_{ij}(q) = 0, \quad \mathbf{x} \in \Omega(t), \quad t \geq 0, \tag{1}
\]

where \( q \), with components \( q_i \), is a vector of conserved fluid variables and \( f \), with components \( f_{ij} \), contains the corresponding fluxes. Here the integer indices \( i \) and \( j \) range from 1 to \( n_d \), the number of space dimensions.

We consider the inviscid Euler equations with \( q = [\rho, \rho \mathbf{v}, \rho \mathbf{E}]^T \) and \( f = [\rho \mathbf{v}, \rho \mathbf{v} \otimes \mathbf{v} + pI, (\rho \mathbf{E} + p) \mathbf{v}]^T \), where \( \rho \) is the density, \( \mathbf{v} \) is the velocity with components \( v_i \), and \( p \) is the pressure. The total energy is given by \( \rho \mathbf{E} = p/(\gamma - 1) + \frac{1}{2} \rho |\mathbf{v}|^2 \) assuming an ideal gas with a constant ratio of specific heats, \( \gamma \).

The governing equations for the elastic solid are written in terms of the reference coordinates \( \bar{x} \), with components \( \bar{x}_i \), and it is assumed that the solid occupies the domain \( \bar{x} \in \Omega_0 \) at \( t = 0 \). In the reference space, the equations for the solid are

\[
\frac{\rho}{\partial t} \bar{u}_i = \frac{\partial \bar{P}_{ij}}{\partial \bar{x}_j}, \quad \bar{x} \in \Omega_0, \quad t \geq 0, \tag{2}
\]

where \( \bar{\rho} \) is the density of the solid in its reference configuration, assumed to be spatially uniform, \( \bar{u} \), with components \( \bar{u}_i \), is the displacement of the solid, and \( \bar{P}_{ij} \) are components of the nominal stress tensor. The physical domain of the solid, \( \bar{x} \in \Omega(t) \) for \( t \geq 0 \), corresponding to the reference domain, \( \bar{x} \in \Omega_0 \), is determined from the computed displacement as

\[
\mathbf{x} = \phi(\mathbf{x}, t) = \bar{x} + \bar{\mathbf{u}}(\bar{x}, t), \quad \bar{x} \in \Omega_0, \quad t \geq 0.
\]

An assumed constitutive law, \( \bar{P} = \bar{P}(\bar{F}) \), discussed below, relates \( \bar{P} \) to the deformation gradient tensor, \( \bar{F} \), which is given in terms of the displacement by

\[
\bar{F} \equiv \frac{\partial \mathbf{x}}{\partial \bar{x}} = I + \frac{\partial \bar{\mathbf{u}}}{\partial \bar{x}}. \tag{3}
\]
For purposes of discretization, we consider the equations in (2) as a first-order system

\[
\begin{align*}
\frac{\partial \bar{u}_i}{\partial t} &= \bar{v}_i, \\
\frac{\partial \bar{v}_i}{\partial t} &= \frac{\partial \bar{P}_{ij}}{\partial \bar{x}_j}, \\
\frac{\partial \bar{P}_{ij}}{\partial t} &= \bar{K}_{ijkl} \frac{\partial \bar{v}_k}{\partial x_l},
\end{align*}
\]  

\( \bar{x} \in \bar{\Omega}_0, \quad t \geq 0, \tag{4} \)

where \( \bar{v}_i \) are the components of the solid velocity and the stress-strain tensor \( \bar{K}_{ijkl} = \bar{K}_{ijkl}(\bar{F}) \) is defined from the constitutive law by

\[
\bar{K}_{ijkl} = \frac{\partial \bar{P}_{ij}}{\partial \bar{F}_{kl}}. \tag{5}
\]

The first-order system of equations in (4) can also be written in the quasilinear matrix form

\[
\begin{align*}
\frac{\partial \bar{q}_i}{\partial t} + \bar{A}_{ijk}(\bar{q}) \frac{\partial \bar{q}_j}{\partial x_k} &= \bar{b}_i(\bar{q}), \quad \bar{x} \in \bar{\Omega}_0, \quad t \geq 0, \tag{6}
\end{align*}
\]

where \( \bar{q}_i \) with components \( \bar{q}_i \) is the vector of solid variables that includes the components of \( \bar{u}_i, \bar{v}_i, \) and \( \bar{P} \).

Finally, we note that the physical Cauchy stress, \( \bar{\sigma} \), may be computed from the nominal stress and the deformation gradient tensor by

\[
\bar{\sigma} = \frac{1}{\bar{J}} \bar{F} \bar{P}, \quad \text{where } \bar{J} = \det(\bar{F}).
\]

For the solid constitutive law, we consider hyperelastic materials for which the elastic strain energy \( \bar{\Psi} \) is a given function of the Green strain tensor \( \bar{E} \),

\[
\bar{\Psi} = \bar{\Psi}(\bar{E}), \quad \bar{E} = \frac{1}{2} (\bar{F}^T \bar{F} - I).
\]

For such materials, the nominal stress \( \bar{P} \) is determined by

\[
\bar{P} = \bar{S} \bar{F}^T, \quad \bar{S}_{ij} = \frac{\partial \bar{\Psi}}{\partial \bar{E}_{ij}}, \tag{7}
\]

where \( \bar{S} \) is the second Piola-Kirchoff (PK2) stress. It follows from (7) that \( \bar{P}_{ij} = \partial \bar{\Psi}/\partial \bar{F}_{ji} \), and thus

\[
\bar{K}_{ijkl} = \frac{\partial^2 \bar{\Psi}}{\partial \bar{F}_{ji} \partial \bar{F}_{kl}}. \tag{8}
\]

From (8) we note the major symmetry, \( \bar{K}_{ijkl} = \bar{K}_{jikl} \), and this plays an important role in the characteristic form of the system of equations in (6) for the solid as discussed in Section 3.

In this paper, we consider two specific nonlinear constitutive stress-strain laws implied by two choices of the strain energy function \( \bar{\Psi} \). The first is the Saint Venant-Kirchhoff (SVK) model given by

\[
\bar{P} = \bar{S} \bar{F}^T, \quad \bar{S} = \bar{\lambda} \text{tr} \bar{E} \bar{I} + 2\bar{\mu} \bar{E}, \tag{9}
\]

where \( \bar{\lambda} \) and \( \bar{\mu} \) are Lamé constants. This constitutive law is implied by the choice

\[
\bar{\Psi} = \frac{\bar{\lambda}}{2} \left[ \text{tr}(\bar{E})^2 \right] + \bar{\mu} \text{tr}(\bar{E}^2).
\]

The second constitutive law is the neo-Hookean model given by

\[
\bar{P} = \bar{S} \bar{F}^T, \quad \bar{S} = \bar{\lambda} \text{ln}(J) \bar{C}^{-1} + \bar{\mu} \left( \bar{I} - \bar{C}^{-1} \right), \quad \bar{C} = \bar{F}^T \bar{F}, \tag{10}
\]

which is implied by the choice

\[
\bar{\Psi} = \frac{1}{2} \bar{\lambda} \left[ \text{ln}(J) \right]^2 - \bar{\mu} \text{ln}(J) + \frac{1}{2} \bar{\mu} \left[ \text{tr}(\bar{C}) - 3 \right].
\]
Both of these constitutive laws reduce to the usual linearly elastic model in the limit of a small displacement gradient, i.e. $\|\bar{\mathbf{u}}_x\| = \|\bar{\mathbf{F}} - I\| \ll 1$. A third constitutive law, corresponding to linear elasticity, may be written in the form

$$\bar{P} = \lambda (\text{tr} \hat{E}) I + 2\mu \hat{E}, \quad \hat{E} = \frac{1}{2} (\bar{\mathbf{u}}_x + \bar{\mathbf{u}}_x^T) = \frac{1}{2} (\bar{\mathbf{F}} + \bar{\mathbf{F}}^T) - I,$$

where $\hat{E}$ is a linear approximation of the Green strain tensor. This latter model was used in [1] and is used here as a reference to compare the linear behavior with results obtained from either of the first two nonlinear hyperelastic constitutive models.

$$\begin{align*}
Q &\in \Gamma(t), \quad \mathbf{n} &\text{ the normal to the interface.}
\end{align*}$$

It is assumed that the physical domains of the fluid $\Omega(t)$ and solid $\bar{\Omega}(t)$ share a common boundary $\mathbf{x} \in \Gamma(t)$ with unit normal $\mathbf{n}(t)$ pointing from the solid towards the fluid, see Figure 1. The corresponding boundary of the solid reference domain is denoted by $\bar{\Gamma}_0$ with unit normal $\bar{\mathbf{n}}_0$. For $\mathbf{x} \in \Gamma(t)$, the normal components of velocity in the fluid and solid and the stresses must match. These interface conditions are

$$\begin{align*}
\mathbf{n}^T \mathbf{v} &= \mathbf{n}^T \bar{\mathbf{v}}, & \mathbf{n}^T \sigma &= \mathbf{n}^T \bar{\sigma} &= \eta \mathbf{n}^T_0 \bar{\mathbf{P}}, & \mathbf{x} \in \Gamma(t), \quad \bar{\mathbf{x}} \in \bar{\Gamma}_0, & t > 0,
\end{align*}$$

where $\sigma = -(p - p_e) I$ is the fluid stress with $p_e$ defined as an equilibrium fluid pressure. The scale factor $\eta$ in (12) is given in terms of $\bar{\mathbf{F}}$ by Nanson’s relation

$$\eta = \frac{1}{J} \mathbf{n}^T \bar{\mathbf{F}} \bar{\mathbf{n}}_0,$$

and it represents the ratio of an increment in surface area of the interface in the reference space to that in the physical space. Boundary conditions are required for the remainder of the fluid domain, $\partial \Omega(t) \setminus \Gamma(t)$, and for the remainder of the solid domain, $\partial \bar{\Omega}_0 \setminus \bar{\Gamma}_0$. These are chosen later depending on the problem under consideration. Finally, initial conditions for the fluid variables $(\rho, \mathbf{v}, p)$ and the solid variables $(\bar{\mathbf{u}}, \bar{\mathbf{v}})$ are needed to complete the description of the initial-boundary-value FSI problem.

3. Fluid-solid Riemann problem and the AMP interface projection

The governing equations for the fluid in (1) and the solid in (6) are both hyperbolic systems of first-order equations. Each system possesses a characteristic structure which can be used to obtain a solution of a fluid-solid Riemann problem, described in this section for two space dimensions. The solution of this problem

Figure 1: The blue fluid domain $\Omega(t)$ matches the red solid domain $\bar{\Omega}(t)$ in physical space along a green interface $\Gamma$. $Q$ is a point on the interface, and $\mathbf{n}$ the normal to the interface.
forms the basis of the AMP projection step used in the DCG-FSI algorithm to obtain accurate and stable values of the state variables on the fluid-solid interface (see Section 4). For the purpose of this projection, we focus on finding values of the state variables on the interface from the solution to a fluid-solid Riemann problem.

### 3.1. Rotated equations

Figure 2 shows the geometry of the fluid-solid interface about a point $Q$ in physical space. The equations for the fluid are given in the physical space $\Omega(t)$ with interface denoted by $\Gamma(t)$, whereas the equations for the solid are described in a reference space $\tilde{\Omega}_0$ with interface denoted by $\tilde{\Gamma}_0$. Let $\mathbf{x}' = (x'_1, x'_2)$ denote orthogonal coordinates about the point $Q$ with normal $\mathbf{n}$. Similarly, $\mathbf{\bar{x}}' = (\mathbf{\bar{x}}'_1, \mathbf{\bar{x}}'_2)$ are orthogonal coordinates about the corresponding point $\bar{Q}$ in the solid reference domain aligned with the outward normal $\mathbf{\bar{n}}_0$. The vectors $\mathbf{t}$ and $\mathbf{\bar{t}}_0$ denote unit vectors tangent to the interface at $Q$ and $\bar{Q}$, respectively.

Figure 2: Left: Lagrangian solid reference domain with coordinates $\mathbf{\bar{x}}$. Right: Eulerian solid physical domain with coordinates $\mathbf{x}$. The rotated orthogonal coordinates $(x'_1, x'_2)$ are aligned with the normal and tangent at point $Q$ on the interface $\Gamma$.

The equations for the fluid and solid can be written in terms of their respective local coordinates. For the fluid-solid Riemann problem we are interested in the equations in the directions normal to the interface. For the fluid, the linearized equations are

$$\frac{\partial}{\partial t} \mathbf{q}' + A'_{1,0} \frac{\partial}{\partial x'_1} \mathbf{q}' = 0, \quad x'_1 > v'_{1,0} t, \quad t > 0, \quad (14)$$

where

$$\mathbf{q}' = \begin{bmatrix} \rho \\ v'_1 \\ v'_2 \\ p \end{bmatrix}, \quad A'_{1,0} = \begin{bmatrix} v'_{1,0} & \rho_0 & 0 & 0 \\ 0 & v'_{1,0} & 0 & 1/\rho_0 \\ 0 & 0 & v'_{1,0} & 0 \\ 0 & \rho_0 a_0^2 & 0 & v'_{1,0} \end{bmatrix}.$$ 

The components of the rotated fluid velocity in $\mathbf{q}'$ are given by

$$v'_1 = \mathbf{n}^T \mathbf{v}, \quad v'_2 = \mathbf{t}^T \mathbf{v},$$

while $v'_{1,0}$ and $a_0 = \sqrt{\gamma p_0/\rho_0}$ are the normal velocity and sound speed at $Q$, respectively. For the solid, the local equations are

$$\frac{\partial}{\partial t} \mathbf{q}' + A'_{1,0} \frac{\partial}{\partial \bar{x}_1} \mathbf{q}' = 0, \quad \bar{x}_1 < 0, \quad t > 0, \quad (15)$$

while $v'_{1,0}$ and $a_0 = \sqrt{\gamma p_0/\rho_0}$ are the normal velocity and sound speed at $Q$, respectively. For the solid, the local equations are
where

\[
\mathbf{q}' = \begin{bmatrix} v'_1 \\ v'_2 \\ P'_{11} \\ P'_{12} \end{bmatrix}, \quad \mathbf{\bar{A}}'_{1,0} = \begin{bmatrix} 0 & 0 & -1/\bar{\rho} & 0 \\ 0 & 0 & 0 & -1/\bar{\rho} \\ -\bar{T}'_{11} & -\bar{T}'_{12} & 0 & 0 \\ -\bar{T}'_{21} & -\bar{T}'_{22} & 0 & 0 \end{bmatrix}.
\]

The components of the rotated solid velocity and stress in \( \mathbf{q}' \) are given by

\[
v'_1 = \mathbf{n}_0^T \bar{\mathbf{v}}, \quad v'_2 = \mathbf{t}_0^T \bar{\mathbf{v}}, \quad P'_{11} = \mathbf{n}_0^T \bar{\mathbf{p}} \mathbf{n}_0, \quad P'_{12} = \mathbf{n}_0^T \bar{\mathbf{p}} \mathbf{t}_0,
\]

and the components of \( \bar{T}' \) are given by

\[
\bar{T}'_{11} = \bar{n}_{0,i} \bar{n}_{0,j} \bar{K}_{ijkl} \bar{n}_{0,k} \bar{n}_{0,l}, \quad \bar{T}'_{12} = \bar{n}_{0,i} \bar{n}_{0,j} \bar{K}_{ijkl} \bar{\bar{\tau}}_{0,k} \bar{n}_{0,l},
\]

\[
\bar{T}'_{21} = \bar{n}_{0,i} \bar{\bar{\tau}}_{0,j} \bar{K}_{ijkl} \bar{n}_{0,k} \bar{n}_{0,l}, \quad \bar{T}'_{22} = \bar{n}_{0,i} \bar{\bar{\tau}}_{0,j} \bar{K}_{ijkl} \bar{\bar{\tau}}_{0,k} \bar{n}_{0,l},
\]

where \( \bar{K}_{ijkl} \) is evaluated at \( \bar{Q} \) and summation convention is assumed as before. The \( 2 \times 2 \) matrix \( \bar{T}' \) is symmetric in view of the major symmetry of \( \bar{K}_{ijkl} \) defined in (8), and we let \( \bar{\mathbf{v}}_p \) and \( \bar{\mathbf{v}}_s \) denote orthonormal left eigenvectors of \( \bar{T}' \) corresponding to its real eigenvalues \( \bar{\varphi}_p \) and \( \bar{\varphi}_s \), respectively, assumed to satisfy \( 0 < \bar{\varphi}_s < \bar{\varphi}_p \). In the subsequent analysis, we let \( \mathbf{v}' = (v'_1, v'_2)^T \) and \( \bar{\mathbf{w}}' = (P'_{11}, P'_{12})^T \), and we note that the remaining two components of the rotated stress, \( P'_{21} \) and \( P'_{22} \), decouple from the equations and are not needed in the analysis of the fluid-solid Riemann problem.

The characteristic form of the system of equations for the fluid in (14) gives

\[
p \pm z_0 v_1 = p_0 \pm z_0 v_{1,0} \quad \text{on} \quad \frac{dx_1}{dt} = v_{1,0} \pm a_0,
\]

\[
v_2 = v_{2,0}, \quad p - a_0^2 \rho = p_0 - a_0^2 \rho_0 \quad \text{on} \quad \frac{dx_1}{dt} = v_{1,0},
\]

where \( z_0 = \rho_0 a_0 \) is the fluid impedance and the zero subscript denotes quantities evaluated at \( Q \). (The primes have been dropped for notational convenience.) Similarly, the characteristic form of the system of equations for the solid in (15) gives

\[
\bar{\mathbf{y}}_{p,0}^T \bar{\mathbf{w}} + \bar{z}_{p,0} \bar{\mathbf{y}}_{p,0}^T \bar{\mathbf{v}} = \bar{\mathbf{y}}_{p,0}^T \bar{\mathbf{w}}_0 + \bar{z}_{p,0} \bar{\mathbf{y}}_{p,0}^T \bar{\mathbf{v}}_0 \quad \text{on} \quad \frac{dx_1}{dt} = \pm \bar{c}_{p,0},
\]

\[
\bar{\mathbf{y}}_{s,0}^T \bar{\mathbf{w}} + \bar{z}_{s,0} \bar{\mathbf{y}}_{s,0}^T \bar{\mathbf{v}} = \bar{\mathbf{y}}_{s,0}^T \bar{\mathbf{w}}_0 + \bar{z}_{s,0} \bar{\mathbf{y}}_{s,0}^T \bar{\mathbf{v}}_0 \quad \text{on} \quad \frac{dx_1}{dt} = \pm \bar{c}_{s,0},
\]

where \( c_{p,0} = \sqrt{\bar{\varphi}_p / \bar{\rho}} \) and \( c_{s,0} = \sqrt{\bar{\varphi}_s / \bar{\rho}} \) are the characteristic velocities for p and s-waves, respectively, and \( z_{p,0} = \bar{\rho} c_{p,0} \) and \( z_{s,0} = \bar{\rho} c_{s,0} \) are solid impedances, all determined by the eigenvalues of \( \bar{T} \) evaluated at \( \bar{Q} \).

### 3.2. AMP interface projections

We are now in a position to describe the states of the fluid and solid at the interface from the solution of the fluid-solid Riemann problem. Figure 3 provides some notation and illustrates the characteristic structure of the solution in the fluid and solid domains. We use the fluid equation

\[
p' - z_0 v'_{1,0} = p_0 - z_0 v_{1,0}, \tag{19}
\]

from (17) on the \( \mathcal{C}_- \) characteristic to give a relation between \( v'_1 \) and \( p' \) on the interface, and the solid equations

\[
\bar{\mathbf{y}}_{j,0}^T \bar{\mathbf{w}} - \bar{z}_{j,0} \bar{\mathbf{y}}_{j,0}^T \bar{\mathbf{v}} = \bar{\mathbf{y}}_{j,0}^T \bar{\mathbf{w}}_0 - \bar{z}_{j,0} \bar{\mathbf{y}}_{j,0}^T \bar{\mathbf{v}}_0, \quad j = p \text{ or } s, \tag{20}
\]

from (18) on the \( \mathcal{C}_p \) and \( \mathcal{C}_s \) characteristics to give relations between the interface states \( \bar{\mathbf{v}}' \) and \( \bar{\mathbf{w}}' \). The solution along the interface is then obtained by employing the matching conditions on velocity and stress.

To perform the matching along the interface, we must first describe the local velocity of the solid in terms of the local coordinates of the fluid. We must also rotate and scale the components of the nominal stress in \( \bar{\mathbf{w}} \) so that they may be matched with the stress (traction) of the fluid in the physical space given
which can be written in the compact form
\[ w \]
given by
\[ \eta_R \]
where
\[ \vartheta \]
as
\[ \text{characteristics equations in (23) and note that the orthonormal vectors } \hat{Q} \text{ can be used to obtain formulas for the normal components of the velocity and stress on the interface in} \]
These conditions along with the characteristic relations for the fluid and solid in (19) and (23), respectively,
where
\[ \theta \]
using (25) in (23) gives
\[ \hat{y}_{j,0}^T \hat{w}^I - \hat{z}_{j,0} \hat{y}_{j,0}^T \hat{v}^I = \hat{y}_{j,0}^T \hat{w}_0 - \hat{z}_{j,0} \hat{y}_{j,0}^T \hat{v}_0, \quad j = p \text{ or } s, \]
where
\[ \hat{y}_{j,0} = R \hat{y}_{j,0}, \quad \hat{z}_{j,0} = \eta \hat{z}_{j,0}, \quad j = p \text{ or } s. \]
The matching conditions on the normal component of velocity and on the normal and tangential components of stress are
\[ \hat{\nu}_1^I = v_1^I, \quad \hat{w}_1^I = w_1^I, \quad \hat{w}_2^I = 0. \]
These conditions along with the characteristic relations for the fluid and solid in (19) and (23), respectively, can be used to obtain formulas for the normal components of the velocity and stress on the interface in terms of impedance-weighted averages of the local fluid and solid states at \( Q \) and \( \bar{Q} \). We begin with the two characteristics equations in (23) and note that the orthonormal vectors \( \hat{y}_{j,0}, j = p \text{ or } s \), may be expressed as
\[ \hat{y}_{p,0} = (\cos \theta, \sin \theta)^T = (c, s)^T, \quad \hat{y}_{s,0} = (-\sin \theta, \cos \theta)^T = (-s, c)^T, \]
where \( \theta \) is the angle between the rotated p-wave eigenvector \( \hat{y}_{p,0} \) and the local fluid interface normal \( \hat{n} \).
Using (25) in (23) gives
\[ c\hat{w}_1^I - \hat{z}_{p,0}(c\hat{v}_1^I + s\hat{v}_2^I) = c\hat{w}_1,0 + s\hat{w}_2,0 - \hat{z}_{p,0}(c\hat{v}_1,0 + s\hat{v}_2,0), \]
\[ -s\hat{w}_1^I - \hat{z}_{s,0}(-s\hat{v}_1^I + c\hat{v}_2^I) = -s\hat{w}_1,0 + c\hat{w}_2,0 - \hat{z}_{s,0}(-s\hat{v}_1,0 + c\hat{v}_2,0), \]
where we have used the matching condition \( \hat{w}_2^I = 0 \). Eliminating \( \hat{w}_2^I \) from these two equations gives
\[ (c^2\hat{z}_{s,0} + s^2\hat{z}_{p,0})\hat{w}_1^I - \hat{z}_{p,0}\hat{z}_{s,0}\hat{v}_1^I = (c^2\hat{z}_{s,0} + s^2\hat{z}_{p,0})\hat{w}_1,0 + s(c\hat{z}_{s,0} - \hat{z}_{p,0})\hat{w}_2,0 - \hat{z}_{p,0}\hat{z}_{s,0}\hat{v}_1,0, \]
which can be written in the compact form
\[ \hat{w}_1^I - \hat{z}_0\hat{v}_1^I = \hat{w}_1,0 - \hat{k}\hat{w}_2,0 - \hat{z}_0\hat{v}_1,0, \]
where
\[
\dot{z}_0 = \frac{\dot{z}_{p,0} \dot{z}_{s,0}}{c^2 \dot{z}_{s,0} + s^2 \dot{z}_{p,0}}, \quad \dot{k} = \frac{s c (\dot{z}_{p,0} - \dot{z}_{s,0})}{c^2 \dot{z}_{s,0} + s^2 \dot{z}_{p,0}}.
\] (27)

The characteristic equation for the fluid in (19), with \( w_1 = p_e - p \), is
\[
w'_1 + z_0 \dot{v}'_1 = w_{1,0} + z_0 v_{1,0},
\]
which can be used with (26) to give the interface states
\[
\dot{v}'_1 = \dot{v}'_1 = \frac{\dot{z}_0 \dot{v}_{1,0} + z_0 v_{1,0}}{z_0 + z_0} + \frac{w_{1,0} - \dot{w}_{1,0}}{z_0 + z_0} + \frac{\dot{k} \dot{w}_{2,0}}{z_0 + z_0},
\]
\[
\dot{w}'_1 = \dot{w}'_1 = \frac{\dot{z}_0^{-1} \dot{w}_{1,0} + z_0^{-1} w_{1,0}}{z_0^{-1} + z_0^{-1}} + \frac{v_{1,0} - \dot{v}_{1,0}}{z_0^{-1} + z_0^{-1}} - \frac{\dot{z}_0^{-1} \dot{z}_0^{-1} \ddot{w}_{2,0}}{z_0^{-1} + z_0^{-1}}.
\] (28)

The formulas in (28) give the normal velocity and stress at the interface in terms of the velocity and stress in the fluid and solid on either side of the interface, and these can be used to determine the projected interface states in the AMP algorithm. We refer to the projection based on (28) as the full AMP projection.

The formulas in (28) can be simplified by noting that the tangential component of the traction stress, \( \dot{w}_2 \), is set to zero at the interface as a result of the interface matching conditions in (24), and thus this quantity is close to zero, on the order of the local truncation error, after each time step of the solid solver prior to enforcing \( \dot{w}_2 = 0 \). This implies that \( \ddot{w}_{2,0} \approx 0 \) in (28), which gives
\[
\dot{v}'_1 = \dot{v}'_1 = \frac{\dot{z}_p \dot{v}_{1,0} + z_0 v_{1,0}}{\dot{z}_p + z_0} + \frac{w_{1,0} - \dot{w}_{1,0}}{\dot{z}_p + z_0},
\]
\[
\dot{w}'_1 = \dot{w}'_1 = \frac{\dot{z}_p^{-1} \dot{w}_{1,0} + z_0^{-1} w_{1,0}}{\dot{z}_p^{-1} + z_0^{-1}} + \frac{v_{1,0} - \dot{v}_{1,0}}{\dot{z}_p^{-1} + z_0^{-1}}.
\] (29)

Here, we have made a further simplification by replacing \( \dot{z}_0 \) with \( \dot{z}_p = \rho c_p \), where \( c_p = \sqrt{(\lambda + 2\mu)/\rho} \). This latter simplification is motivated by the observation that \( s \approx 0 \) and \( \dot{z}_{p,0} \approx \dot{z}_p \), and thus \( \dot{z}_0 \approx \dot{z}_p \) in (27), if the deformation gradient tensor is a small perturbation of a rotation matrix. The interface states given by (29) can also be used in the projection step of the AMP algorithm, which we refer to as the simplified AMP projection. We note that the formal order of accuracy of the FSI scheme is the same for either interface projection since the interface states given by (28) and (29) are both linear combinations of the original interface conditions, albeit with different weights. However, the simplified AMP projection is easier to implement and is less costly. The simplified projection could potentially lead to a less stable numerical scheme, although we have not found this to be the case at least for the FSI problems we have considered.

4. The FSI-DCG numerical approach for initial-boundary-value problems

Our numerical approach for the solution of the equations governing an FSI initial-boundary-value problem is based on the use of deforming composite grids (DCG). This FSI-DCG approach was described in [1] and employed for the case of an inviscid compressible flow coupled to a linearly elastic solid. The basic numerical approach is used here for FSI problems involving more general models of elastic solids; a summary of the approach is provided in Section 4.1 below. Further details are given in [1] and a more general discussion of overlapping grids can be found in [34–36], for example. Once the general DCG framework is described, we then discuss the numerical approximations for the equations governing the fluid and solid in Section 4.2. This is followed in Section 4.3 by a description of the time-stepping algorithm for the FSI initial-boundary-value problem.

4.1. Deforming composite grids

In the deforming-composite grid (DCG) approach for multi-domain problems, each fluid or solid domain is independently discretized with an overlapping grid. An overlapping grid, \( G \), consists of a set of structured component grids, \( \{ G_g \}, g = 1, \ldots, N \), that cover a domain, either \( \Omega_k \) or \( \Omega_k \), and overlap where the component
grids meet. Typically, boundary-fitted curvilinear grids are used near the boundaries while one or more background Cartesian grids are used to handle the bulk of the domain. Each component grid is a logically rectangular, curvilinear grid in \( n_d \) space dimensions, and is defined by a smooth mapping from parameter space \( \mathbf{r} \) (the unit square or cube) to physical space \( \mathbf{x} \),

\[
\mathbf{x} = \mathbf{g}(\mathbf{r}), \quad \mathbf{r} \in [0,1]^{n_d}, \quad \mathbf{x} \in \mathbb{R}^{n_d}.
\]

In the FSI-DCG approach, component grids next to an interface deform over time to match the interface motion. This is illustrated in Figure 4. After the points on the interfaces have been evolved from one time step to the next, a hyperbolic grid generator [37] is used to regenerate the interface grids. After the interface component grids are regenerated, the \texttt{Ogen} grid generator [38] is called to regenerate the overlapping grid connectivity (e.g., cut holes, determine interpolation points).

We use a strongly coupled partitioned approach to time step the numerical solutions on the fluid and solid domains. There is a separate fluid dynamics domain solver (\texttt{Cgcn}) for each fluid domain and a separate solid mechanics domain solver (\texttt{Cgsm}) for each solid domain. Thus, if there is one fluid domain and two solid domains (as in Figure 4), then there will be one instance of \texttt{Cgcn} and two instances of \texttt{Cgsm}. As a result of this separation, each fluid or solid in its respective domain may have independent material parameters and constitutive laws. A multi-physics control program (\texttt{Cgmp}) manages the multi-domain time stepping. At each time step, \texttt{Cgmp} calls the separate domain solvers to advance the solutions in their respective domains. \texttt{Cgmp} also manages the communication of interface data between the domain solvers and manages the assignment of the interface conditions.

4.2. Discretization of the fluid and solid governing equations

The numerical approximation of the compressible Euler equations (1) follows the approach described in [7] for static grids and in [8] for moving rigid-body grids. Since this approximation has been discussed in detail elsewhere, we provide only a brief discussion of the discretization here. More details on the discretization of the solid equations are given below as these are new.

The first step in the numerical approach for either the fluid or solid equations involves an exact mapping of the equations from their respective domains of definition to computational space. For the Euler equations defined in the evolving domain \( \Omega(t) \), consider a mapping for a (possibly moving) component grid given by \( \mathbf{x} = \mathbf{g}(\mathbf{r}, t) \). Let

\[
\mathbf{g} = \frac{\partial \mathbf{g}}{\partial t},
\]

denote the grid velocity vector with components \( \dot{g}_i \). The conservative discretization of the governing equations on a mapped grid follows from the transformation for the divergence of a generic function \( \mathbf{h} \), with
components \( h_i \),

\[
\nabla \cdot h = \frac{\partial h_j}{\partial x_j} = \frac{1}{J_g} \frac{\partial}{\partial r_k} \left( J_g \frac{\partial r_k}{\partial x_j} h_j \right),
\]

(30)

where \( J_g \) is the Jacobian of the grid transformation, \( J_g = \det(\partial \mathbf{x}/\partial \mathbf{r}) \). Using (30) and following the work in [8], the mapped equations corresponding to (1) are

\[
\frac{\partial q_i}{\partial t} + \frac{1}{J_g} \frac{\partial}{\partial r_k} \left( J_g \frac{\partial r_k}{\partial x_j} f_{ij} \right) - \frac{1}{J_g} \frac{\partial}{\partial r_k} \left( J_g \frac{\partial r_k}{\partial x_j} \dot{g}_j q_i \right) + \frac{q_i}{J_g} \frac{\partial}{\partial r_k} \left( J_g \frac{\partial r_k}{\partial x_j} \dot{\mathbf{g}}_j \right) = 0.
\]

(31)

The last two terms on the left-hand side of (31) arise from the moving coordinate transformation. The numerical approximation of the mapped Euler equations in (31) employ a second-order extension of Godunov’s method. A Roe-type approximate Riemann solver is used to compute the mapped fluxes, but other Riemann solvers are also available. Slope-limited updates of the left and right input states to the Riemann solver are used to obtain second-order accuracy (for smooth regions of flow). Centered differences are used to approximate the (smooth) fourth term in (31) which describes the dilatation of a control volume in physical space as a result of the divergence of the grid velocity. The scheme is adjusted to ensure free-stream preservation, including the case of deforming grids. Further details, including a discussion of the numerical treatment of boundary conditions, may be found in [7] and [8].

For the solid we let \( \mathbf{x} = \mathbf{g}(\mathbf{r}) \) denote the static grid transformation from the coordinate \( \mathbf{r} \) in parameter space to the reference coordinate \( \mathbf{x} \in \Omega_0 \). In parameter space, the system of equations in (4) becomes

\[
\begin{align*}
\frac{\partial \mathbf{u}_i}{\partial t} &= \mathbf{v}_i, \\
\frac{\partial \mathbf{v}_i}{\partial t} &= \frac{1}{J_g} \frac{\partial}{\partial r_\alpha} \left( J_g \frac{\partial r_\alpha}{\partial x_j} f_{ij}^\alpha \right), \\
\frac{\partial \mathbf{P}_{ij}}{\partial t} &= \bar{K}_{ij\kappa\alpha} \frac{\partial \mathbf{v}_k}{\partial r_\alpha},
\end{align*}
\]

where \( f_{ij}^\alpha = J_g (\partial r_\alpha/\partial x_j) \dot{P}_{ji} \) is a mapped flux of momentum in the \( \alpha \) coordinate direction and \( \bar{K}_{ij\kappa\alpha} = \bar{K}_{ij\ell\kappa}(\partial r_\alpha/\partial x_\ell) \) is a mapped stress-strain tensor. This mapped tensor is a function of the deformation...
The solid equations are discretized in the unit parameter space with coordinates \( \bar{x} = \mathbf{g}(\bar{r}) \) that defines the grid.

gradient tensor, \( \bar{F} \), defined in (3), and whose components are given in terms of the mapped coordinates by

\[
\bar{F}_{ij} = I_{ij} + \frac{\partial \bar{u}_i}{\partial \bar{r}_k} \frac{\partial \bar{r}_k}{\partial x_j}.
\]  (33)

We note that the system of equations in (4) and its mapped version in (32) involve hyperbolic equations in both conservative and nonconservative form. (The momentum equation for \( \bar{v}_i \) is in conservation form, while the equation for \( \bar{P}_{ij} \) is not.)

We discretize the mapped equations in (32) using a second-order (Godunov-based) upwind approach that can be considered as an extension of the one described in [9] for linearly elasticity. Here, however, the mapped equations for the solid are not based on a constant-coefficient set of equations, and are instead a mixed nonlinear conservative/nonconservative system of hyperbolic equations. To solve this mixed system, we use a numerical approach based on the ones discussed in [39] and [40]. The solution \( \bar{q}_i^n \) for the solid at a time \( t^n \) is advanced in time on a two-dimensional Cartesian grid with coordinates \( \bar{r}_i = (\bar{r}_{1,i}, \bar{r}_{2,i}) \) in parameter space with mesh spacings \( \Delta \bar{r}_1 \) and \( \Delta \bar{r}_2 \).

The basic time-stepping scheme employs solutions of Riemann problems in each coordinate direction. Let \( \bar{e}_\alpha \) denote the unit index vector in the \( \alpha \) direction, i.e. \( \bar{e}_1 = (1,0) \) and \( \bar{e}_2 = (0,1) \) so that \( \bar{e}_{i,1} = (i + \frac{1}{2}, i, \frac{1}{2}) \) for example. The Riemann problem for \( \bar{v}_i(\bar{r}_1,t) \) and \( \bar{P}_{ij}(\bar{r}_1,t) \) in the \( \bar{r}_1 \) direction centered about cell-face \( \bar{r}_{1,i+\frac{1}{2}} \) is then given by

\[
\begin{align*}
\bar{\rho} \frac{\partial \bar{v}_i}{\partial t} &= \frac{1}{J_g} \frac{\partial \bar{f}_{i1}}{\partial \bar{r}_1}, \\
\frac{\partial \bar{P}_{ij}}{\partial t} &= \bar{K}_{ijk1} \frac{\partial \bar{v}_k}{\partial \bar{r}_1},
\end{align*}
\]  (34)

with initial data

\[
\bar{v}_i(\bar{r}_1,0) = \begin{cases} 
\bar{v}_i^L & \text{if } \bar{r}_1 < \bar{r}_{1,i+\frac{1}{2}}, \\
\bar{v}_i^R & \text{if } \bar{r}_1 > \bar{r}_{1,i+\frac{1}{2}},
\end{cases} \quad \bar{P}_{ij}(\bar{r}_1,0) = \begin{cases} 
\bar{P}_{ij}^L & \text{if } \bar{r}_1 < \bar{r}_{1,i+\frac{1}{2}}, \\
\bar{P}_{ij}^R & \text{if } \bar{r}_1 > \bar{r}_{1,i+\frac{1}{2}}.
\end{cases}
\]

The left and right states for the velocity and nominal stress are obtained from values on the grid using left and right-biased slope-limited approximations to the solutions at \( \bar{r}_1 = \bar{r}_{1,i+\frac{1}{2}} \) and \( t = t^n + \Delta t/2 \) following the approach described in [9]. The stress-strain tensor \( \bar{K}_{ijk1} = \bar{K}_{ijk1}(\bar{F}) \) is evaluated for a deformation gradient tensor, \( \bar{F} \), obtained from (33) using central differences of a predicted displacement at \( t^n + \Delta t/2 \) about \( \bar{r}_{1,i+\frac{1}{2}} \), and held constant in the Riemann problem. The Jacobian of the mapping in (34) is evaluated at \( \bar{r}_{1,i+\frac{1}{2}} \). The exact solution of this linearized Riemann problem (which is now a constant-coefficient system)
is obtained using the method of characteristics, and from this solution we extract the cell-face velocity and flux at \( \bar{\mathbf{u}}_{i+\frac{1}{2}e_1} \) and \( \bar{F}^{n+1/2}_{i+\frac{1}{2}e_1} \), respectively. A similar Riemann problem in the \( \bar{r}_2 \) direction centered about \( \bar{\mathbf{u}}_{i+\frac{1}{2}e_2} \) yields \( \bar{u}^{n+1/2}_{i+\frac{1}{2}e_2} \) and \( \bar{F}^{n+1/2}_{i+\frac{1}{2}e_2} \). The results of the Riemann problems are used to advance the velocity and stress to \( t^{n+1} = t^n + \Delta t \) according to the approximations

\[
\frac{1}{\Delta t} \Delta_{t+} \bar{u}^n_{i,i} = \frac{1}{\rho_i} \sum_{\alpha=1}^{n_d} \sum_{\alpha=1}^{n_d} K_{ijk\alpha} \Delta_{t+} \bar{F}^{n+1/2}_{i,k,i-\frac{1}{2}e_\alpha},
\]

and

\[
\frac{1}{\Delta t} \Delta_{t+} \bar{P}^n_{i,j} = \sum_{\alpha=1}^{n_d} \sum_{\alpha=1}^{n_d} K_{ijk\alpha} \Delta_{t+} \bar{v}^{n+1/2}_{i,k,i-\frac{1}{2}e_\alpha} + D^n_{ij,i} + R_{ij,i},
\]

respectively. The operators \( \Delta_{t+} \) and \( \Delta_{t+} \) are standard forward undivided difference operators in the \( t \) and \( \bar{r}_1 \) directions, respectively, defined by \( \Delta_{t+} h_{\alpha} = h_{\alpha}^{n+1} - h_{\alpha}^n \) and \( \Delta_{t+} h_{\alpha} = h_{1+\alpha}^n - h_{\alpha}^n \). The stress-strain tensor \( K_{ijk\alpha} \) is obtained from the deformation gradient tensor using central differences of the predicted displacement at \( t^n + \Delta t/2 \) centered at \( \bar{r}_1 \). The terms, \( D^n_{ij,i} \) and \( R_{ij,i} \), appearing on the right-hand side of (36) are dissipation and relaxation terms, respectively, as described in more detail below. Finally, the displacement is advanced to \( t^{n+1} \) using

\[
\frac{1}{\Delta t} \Delta_{t+} \bar{u}^{n+1/2}_{i,i} = \bar{v}^{n+1/2}_{i,i} + D^n_{i,i},
\]

where \( \bar{v}^{n+1/2}_{i,i} \) is a predicted velocity to \( t^n + \Delta t/2 \) centered at \( \bar{r}_1 \) and \( D^n_{i,i} \) is a dissipation term as described below.

The approximations in (35), (36) and (37) provide the basic formulas to advance the velocity, stress and displacement in the solid from \( t^n \) to \( t^{n+1} \). These are upwind approximations of the system of hyperbolic equations in (32). For a two-dimensional solid, this system has eight eigenvalues, four equal to the speeds of \( p \)- and \( s \)-waves in a chosen coordinate direction and four equal to zero. The characteristic variables for two of the four zero eigenvalues involve the components of the tangential stress given by \( I_{ij} \bar{P}_{ij} \), where \( I_{ij} \) are components of the unit vector tangent to the coordinate face \( \bar{r}_\alpha = \text{constant} \). The characteristic variables for the remaining two zero eigenvalues are the two components of displacement. The upwind approximations are effective in suppressing numerical oscillations in the characteristic variables corresponding to \( p \)- and \( s \)-waves (non-zero eigenvalues), but not effective in damping oscillations in the components of the tangential stress and in the displacement which are neutrally stable. For these latter components, we find it necessary to add numerical dissipation to the approximations to suppress possible weak instabilities at grid overlaps (see [9] for a further discussion). The dissipation is defined in terms of the \( m \)-th order dissipation operator given by

\[
D^{(m)}_{\alpha} = \frac{1}{2m} \left( -\Delta_{t+} \Delta_{t-} \right)^{m/2},
\]

where \( \Delta_{t-} \) is defined by \( \Delta_{t-} h_i = h_i^\prime - h_i - e_\alpha \) and \( \Delta_{t+} \) was defined above. The factor \( 1/2m \) is included to normalize the dissipation operator so that for a periodic problem the discrete \( L_2 \)-norm of \( D^{(m)}_{\alpha} \) is equal to one (see [41]). The dissipation operator in (38) is chosen because it is effective at filtering high-frequency numerical oscillations. To suppress oscillations in the tangential components of stress, we add the fourth-order \( (m = 4) \) dissipation term,

\[
D^n_{ij,i} = -\frac{\bar{\beta}^P}{\Delta t} \left[ \frac{1}{n_d} \sum_{\alpha=1}^{n_d} \bar{P}_{i,i} \bar{F}_{ij,i} D^{(4)}_{\alpha} \bar{P}_{ij} \right],
\]

to the right-hand side of the equation (36) for \( \bar{P}^{n+1}_{ij} \). Here, \( \bar{\beta}^P \) is a dissipation coefficient that is typically taken to be \( \frac{1}{4} \). For smooth solutions, the dissipation adds an \( O(\Delta r_{ij}^4 / \Delta t) = O(\Delta r_{ij}^3) \) contribution to (36) which is below the level of the second-order truncation error \( O(\Delta r_{ij}^2) \). For the displacement, we add a similar fourth-order dissipation term,

\[
D^n_{i,i} = -\frac{\bar{\beta}^u}{\Delta t} \left[ \frac{1}{n_d} \sum_{\alpha=1}^{n_d} D^{(4)}_{\alpha} \bar{u}_{i,i} \right],
\]
to the right-hand side of (37), where $\tilde{\beta}^u$ is a dissipation coefficient. Note that the factor of $1/\Delta t$ in (39) and (40) is included so that the dissipation coefficients $\tilde{\beta}^p$ and $\tilde{\beta}^u$ are dimensionless.

Finally, we add a stress-strain relaxation term to the right-hand side of (36) to help ensure that the stress-strain relation remains nearly satisfied in the discrete solution even for long-time integrations. The relaxation term is similar to the one used in [1] and is given by

$$
\mathcal{R}_{ij,i} = -\frac{\tilde{\beta}^p}{\Delta t} \left[ \bar{P}^{n-i}_{ij} - \bar{P}^n_{ij}(F^n_{ij,i}) \right],
$$

where $\tilde{\beta}^p$ is a dimensionless constant, $\bar{P}_{ij}(F_{ij})$ is the stress-strain constitutive relation, and $\bar{P}^n_{ij,i}$ is an approximation of the deformation gradient tensor computed using fourth-order accurate central differences of the displacement. The relaxation term in (41) adds an $O(\Delta t^2)$ contribution to (36) when $\tilde{\beta}^p$ is $O(1)$. In general, we observe that the numerical errors in the components of stress are reduced when stress-strain relaxation is used. We note that the numerical approximation for the nonlinear elasticity equations is adjusted to ensure free-stream preservation, as done in [9], and that the overall FSI-DCG approximation is also free-stream preserving.

**Boundary conditions for the solid.** The boundary conditions for the solid domain $\Omega_0$ away from the fluid-solid interface on $\partial \Omega_0 \setminus \Gamma_0$ may be of displacement, traction or slip-wall type. The numerical treatment of these boundary conditions for the case of linear elasticity was discussed in [9], and we follow a similar approach for the nonlinear equations here. The principal difference in the numerical application of the boundary conditions, and the associated compatibility conditions, concerns the approximation of the deformation gradient tensor, $\bar{F}$, on the boundary. Let us consider, for example, the case of traction boundary conditions for which

$$
\tau_b = \mathbf{n}^T \sigma = \eta \mathbf{n}^T \bar{P}, \quad \mathbf{x} \in \partial \Omega_0^g,
$$

where $\tau_b$ is the given traction on the boundary $\partial \Omega_0^g$ and $\eta$ is given by (13). The boundary condition in (42) is a primary condition for the normal components of the nominal stress, $\bar{P}$, whereas secondary compatibility conditions are used to specify values of the solution on ghost points as well as the tangential components of stress on the boundary. To obtain values of the displacement on ghost points, we use the compatibility condition

$$
\mathbf{n}^T \bar{P} = \tilde{\mathbf{n}}^T \bar{P}(\bar{F}), \quad \mathbf{x} \in \partial \Gamma_0^g,
$$

where $\bar{F} = I + \nabla_{\mathbf{x}} \tilde{\mathbf{u}}$ is approximated on the grid using standard second-order central differences. These approximations involve differences of $\tilde{\mathbf{u}}$ in the normal and tangential directions to the boundary. Central differences of $\tilde{\mathbf{u}}$ in the tangential direction can be computed using existing values on the boundary of the grid. Thus, the two components of (43) are regarded as equations for the two components of $\tilde{\mathbf{n}}^T \nabla_{\mathbf{x}} \tilde{\mathbf{u}}$, which then specifies discrete values for $\tilde{\mathbf{u}}$ at ghost points. The equations in (43) for $\bar{F}$ are nonlinear, in general, and are solved using Newton’s method. Discrete values for the velocity at ghost points are obtained by considering the time derivative of (43), while $\tilde{\mathbf{n}}^T \bar{P} = \tilde{\mathbf{n}}^T \bar{P}(\bar{F})$ is used to set discrete values for the tangential components of stress on the boundary of the grid (using the computed approximation of $\bar{F}$).

**Time step determination.** The choice of the time step, $\Delta t$, for the fluid and solid solvers independently has been discussed in [7] and [9], respectively, and ultimately it is the minimum of these time steps that is used for the FSI-DCG time-stepping algorithm described below. There is no restriction on the time step imposed by the interface projection scheme. Some modifications to the previous time-step formulas are needed, however, to treat the dissipation terms in (39) and (40) which are new, as well as the stress-strain relaxation term in (41), since these are proportional to $1/\Delta t$. The time step $\Delta t$ is determined from the time-stepping eigenvalue for the discrete approximation based on a generalized von Neumann stability analysis. The time-stepping eigenvalue (or Fourier symbol of the discrete operator) is of the form

$$
\Lambda = \Lambda_r + i\Lambda_i - \frac{\beta}{\Delta t},
$$

where $\Lambda_r$ and $\Lambda_i$ are real constants that depend on the grid spacing and other parameters (e.g. $\Lambda_i = \tilde{c}_p(1/\Delta x_1 + 1/\Delta x_2)$ for a linear elastic solid on a two-dimensional Cartesian grid) and where
\[ \beta = \max(\bar{\beta}^u, \bar{\beta}^p, \bar{\beta}^r). \] Given values for \( \beta, \Lambda_r \) and \( \Lambda_i \), an estimate for the maximal allowable time step is determined from the condition

\[
\left[ \frac{(\Lambda_r - \frac{\beta}{\ell_r})}{\ell_r} \right]^2 + \left[ \frac{\Lambda_i}{\ell_i} \right]^2 \leq 1. \tag{45}
\]

Here the region of absolute stability of the scheme has been approximated by the interior of the ellipse with boundary \((\text{Re}(\Lambda)\Delta t/\ell_r)^2 + (\text{Im}(\Lambda)\Delta t/\ell_i)^2 = 1\). The lengths, \( \ell_r \) and \( \ell_i \), of the semi-axes of the ellipse are chosen based on the particular time-stepping scheme used as discussed in [7] and [9]. Here, we use \( \ell_r = 2 \) and \( \ell_i = 1 \). The maximum value of the time step implied by the inequality in (45), which is quadratic in \( \Delta t \), is given by

\[ \Delta t_{\text{max}} = \frac{-b + \sqrt{b^2 - 4ac}}{2a}, \]

where

\[ a = \left( \frac{\Lambda_r}{\ell_r} \right)^2 + \left( \frac{\Lambda_i}{\ell_i} \right)^2, \quad b = -2\frac{\Lambda_r \beta}{\ell_r^2}, \quad c = \left( \frac{\beta}{\ell_r} \right)^2 - 1. \]

The time step is not significantly impacted by the addition of the dissipation terms and the stress relaxation provided \( \beta/\ell_r \) is not too large. In practice, the time step is further multiplied by a safety factor \( C_{CFL} \), typically taken to be 0.9.

### 4.3. FSI-DCG time-stepping algorithm with AMP projection

**Procedure 1** The basic FSI-DCG time-stepping algorithm.

1. **procedure** `solveFsiDcg(G, t_{final})`  
2. \( t := 0; \ n := 0; \ G^n = G; \)
3. \( \text{assignInitialConditions}(q^n_i, \bar{q}^n_i, G^n); \)
4. while \( t < t_{\text{final}} \) do
5. \( \Delta t := \text{computeTimeStep}(q^n_i, \bar{q}^n_i, G^n); \)
6. \( G^p := \text{moveGrids}(G^n, q^n_i, \bar{q}^n_i); \)
7. \( G^p := \text{updateOverlappingGrid}(G^p); \)
8. \( q^{n+1}_i := \text{advanceFluid}(q^n_i, G^n, G^p, \Delta t); \)
9. \( \bar{q}^{n+1}_i := \text{advanceSolid}(\bar{q}^n_i, G, \Delta t); \)
10. \( (n^T v^I, n^T \sigma^I) := \text{projectInterface}(q^{n+1}_i, \bar{q}^{n+1}_i, G^p); \)
11. \( q^{n+1}_i := \text{applyFluidBCs}(q^{n+1}_i, G^p, n^T v^I, n^T \sigma^I); \)
12. \( \bar{q}^{n+1}_i := \text{applySolidBCs}(\bar{q}^{n+1}_i, G, n^T v^I, n^T \sigma^I); \)
13. \( G^{n+1} := \text{correctMovingGrids}(q^{n+1}_i, \bar{q}^{n+1}_i, G^p, \Delta t); \)
14. \( t := t + \Delta t; \ n := n + 1; \)
15. end while
16. **end procedure**

The FSI-DCG time-stepping algorithm is outlined in Procedure 1. The initial grids for the fluid and solid domains, denoted collectively by \( G \), are constructed in a pre-processing step using the Ogen grid generator [38]. The algorithm starts by assigning initial conditions for the fluid state, \( q^n_i \), and the solid state, \( \bar{q}^n_i \) on \( G \). At the beginning of the time-stepping loop, a stable global value for the time step increment \( \Delta t \) is computed as described in Section 4.2. A predicted version of the new fluid grid at \( t + \Delta t \) is constructed by moving the interface according to the solution at \( t \) and regenerating the boundary-fitted grid next to the interface using the hyperbolic grid generator [37]. The overlapping grid is then regenerated by Ogen (performing hole cutting and determination of interpolation points). Given the (predicted) grid at the new time, \( G^p \), the state of the fluid is advanced to obtain predicted values for the fluid state, \( q^{n+1}_i \), at time \( t^{n+1} \). No boundary conditions are applied on the interface at this stage, although predicted values on the interface are
determined since the equations are applied on the interface points with the aid of ghost points. Similarly the solid state is advanced to obtain predicted values, \( \tilde{q}^n_i \), at the new time \( t^{n+1} \) and, as for the fluid, no boundary conditions on the interface are applied. Given predicted values for the fluid and solid interface velocity and traction, the actual interface values are computed, based on the fluid-solid Riemann problem, using the AMP interface projection described in Section 3. Typically, we use the simplified interface projection given by (29) and as we discuss further in Section 6. With projected interface values for the fluid velocity and traction, the boundary conditions on the fluid and solid domains are assigned. The final step in the loop involves updating the interface grids to reflect the corrected position of the interface.

A note on interface boundary conditions. In our previous paper that described an AMP-algorithm for inviscid compressible fluid interacting with a linearly-elastic solid [1], we developed special interface compatibility conditions to assign the values of the discrete solution on ghost points adjacent to the interface. Although this technique worked well, it is more convenient in practice to make use of the existing infrastructure for assigning boundary values and ghost values available with the separate fluid and solid solvers. In this paper we take this latter approach. We assign ghost values on the interface in the fluid domain using the compatibility conditions associated with a moving slip wall. We assign ghost values on the interface in the solid domain using the compatibility conditions associated with a moving traction wall. The ghost values (but not the interface values, which are obtained from the projection) are thus assigned following the strategy associated with the traditional partitioned algorithm. This approach makes it easier to incorporate the interface projection into existing partitioned solvers.

5. Convergence tests

In this section, we describe results of two tests of the AMP algorithm. The first test uses the method of analytic solutions for an elastic piston problem. In this test, forcing functions are added to the governing equations for the fluid and solid (and to the boundary and interface conditions) so that an exact solution is known. Numerical solutions are computed on a sequence of grids and max-norm errors are evaluated to verify second-order accuracy of the algorithm. In the second test, we consider an FSI problem involving a rotating elastic disk immersed in an inviscid compressible fluid. An analysis of the problem assuming circular symmetry leads to a reduced set of governing equations which are solved numerically on a very fine one-dimensional grid in the radial direction. This solution is treated as an exact solution and used to verify the accuracy and stability of the AMP algorithm for heavy, medium and light solids.

5.1. The method of analytic solutions

The method of analytic solutions is a useful technique for constructing exact solutions of initial-boundary-value problems for partial differential equations for the purpose of checking the behavior and accuracy of the numerical implementation of a problem. This method, also known as the method of manufactured solutions [42] or twilight-zone forcing [36], adds forcing functions to the governing equations, boundary conditions and interface conditions. These forcing functions are specified so that a chosen function, \( \tilde{q}(\vec{x}, t) \), becomes the exact solution of the forced equations, and thus the error in the discrete solution can be computed exactly.

In the results presented below, the method of analytic solutions is applied using solutions given in terms of trigonometric functions. In particular, the exact solutions for the components of displacement, velocity and stress in the solid are taken to be

\[
\begin{align*}
\tilde{u}_1 &= 0.25 \alpha \tilde{c}_1 \tilde{c}_2 c_t, & \tilde{u}_2 &= 0.5 \alpha \tilde{c}_1 \tilde{c}_2 c_t, & \tilde{P}_{11} &= -0.5 \alpha \tilde{c}_1 \tilde{c}_2 c_t, & \tilde{P}_{12} &= 0.4 \alpha \tilde{s}_1 \tilde{c}_2 c_t, \\
\tilde{v}_1 &= \tilde{u}_1, & \tilde{v}_2 &= \tilde{u}_2, & \tilde{P}_{21} &= 0.4 \alpha \tilde{s}_1 \tilde{c}_2 c_t, & \tilde{P}_{22} &= 0.6 \alpha \tilde{c}_1 \tilde{s}_2 c_t
\end{align*}
\]

(46)

where \((\tilde{c}_1, \tilde{s}_1) = (\cos(2\pi \tilde{x}_1), \sin(2\pi \tilde{x}_1)), (\tilde{c}_2, \tilde{s}_2) = (\cos(2\pi \tilde{x}_2), \sin(2\pi \tilde{x}_2)), c_t = \cos(2\pi t)\) and where \(\alpha\) is a scale factor. We choose the SVK constitutive model given in (9) with \(\lambda = \mu = 0.1\). We take \(\bar{\rho} = 0.1\) for the density of the solid in the reference configuration, and choose \(\alpha = 10^{-4}\) to ensure that the deformation gradient determined by the manufactured solution is sufficiently close to the identity
so that the governing equations for the solid remain hyperbolic. The exact solutions for the density, velocity and pressure in the fluid are chosen to be

\[ \rho = \alpha (1 + 0.125s_1c_2c_1), \quad v_1 = 0.5\alpha c_1c_2c_1, \quad v_2 = 0.5\alpha s_1s_2c_1, \quad \rho^f = \alpha c_1s_2c_1, \]

where \((c_1, s_1) = (\cos(2\pi x_1), \sin(2\pi x_1))\) and \((c_2, s_2) = (\cos(2\pi x_2), \sin(2\pi x_2))\). The ratio of specific heats in the fluid is taken to be \(\gamma = 1.4\).

An initial-boundary-value problem is defined for the geometry associated with the elastic piston test problem used in [1], see Figure 7. The geometry of the problem consists of a solid reference domain on \([-1, 0] \times [0, 1]\) and a fluid domain initially on \([0, 1.5] \times [0, 1]\). Initial conditions for the problem are taken from the exact solutions in (46) and (47) for the solid and fluid in their respective domains. The boundary conditions on the top and bottom faces of the solid and fluid are taken as symmetry conditions, with a suitable forcing derived from the exact solution, and Dirichlet boundary conditions are taken from the exact solutions and applied on the left face of the solid and the right face of the fluid. The matching conditions on the interface between the solid and fluid domains are specified, with appropriate forcing functions, on a vertical boundary with a given horizontal motion taken to be \(x_1 = Vt\), where \(V = 0.5\).

![Figure 7: The composite grid \(G_{ep}^{(2)}\) for the two-dimensional elastic piston problem at time \(t = 0\). The fluid domain is covered by a blue background grid and green grid that follows the interface. The solid domain is represented with the red grid.](image)

Numerical solutions are computed using the AMP algorithm on deforming composite grids with increasing resolution. Let \(G_{ep}^{(j)}\) denote the composite grid for the problem with grid spacings \(\Delta x_{ep}^{(j)} = 1/(10j)\) in the solid and fluid domains so that the index \(j\) determines the grid resolution. Figure 7 illustrates the composite grid at \(t = 0\) for the case \(j = 2\). The composite grid consists of a static rectangular grid \(R_s\) for the solid domain \([-1, 0] \times [0, 1]\), a static background rectangular grid \(R_f\) on \([-0.75, 1.5] \times [0, 1]\) for the fluid along with a deforming hyperbolic grid of normal width 0.5 next to the interface. The fluid domain is thus represented by the hyperbolic grid and the background grid which overlap where they meet. At each time step, the fluid interface moves with the specified velocity \(V\), and the hyperbolic grid generator is called to regenerate the deforming grid near the fluid interface. We note that the FSI problem with solution constructed using the method of analytic solutions provides a good check of the order of accuracy of the numerical approach, but it does not fully assess the stability of scheme since the interface motion is specified. The accuracy and stability of the AMP algorithm for heavy, medium and light solid is checked in the next test problem.

The table in Figure 8 shows the maximum errors in the components of the numerical solutions computed on the composite grid \(G_{ep}^{(j)}\) for \(j = 2, \ldots, 5\) using the AMP algorithm with simplified interface projection defined in Section 3.2. The columns labeled \(E_{ij}^{(q)}\) give the maximum errors for solution component \(q\) at time \(t = 0.5\). For vector variables, such as \(\bar{v}\) or \(\bar{P}\), the errors denote the maximum over all components of the vector or tensor. The errors for the fluid component labeled \(T\) is given by the ratio \(p/\rho\). The columns labeled \(r\) give the ratio of successive errors, which should be approximately equal to 4 for second-order accuracy. The convergence rate, \(\zeta_q\), for component \(q\) is estimated by a least squares fit to the logarithm of the error equation, \(E_{ij}^{(q)} = C_q h_{ij}^{\zeta_q}\), where \(C_q\) is assumed to be approximately constant for small grid spacings. These rates show that the AMP algorithm is close to second-order accurate in the maximum norm.
5.2. Rotating disk

As a second test of the AMP algorithm, we consider a model FSI problem consisting of a solid disk in the reference domain $\Omega_0 = \{(\bar{x}_1, \bar{x}_2) | \bar{x}_1^2 + \bar{x}_2^2 < 1\}$ coupled to a fluid initially at rest in the annular domain $\Omega(t) = \{(x_1, x_2) | 1 < x_1^2 + x_2^2 < b^2\}$, $b > 1$, surrounding the solid. The solid is set into motion by an initial angular velocity, and the fluid responds as a result of the radial displacement of the fluid-solid interface. In effect, the rotating solid generates a radially oscillating fluid-solid interface that acts as a radial piston for the fluid. The solution of the FSI problem is circularly symmetric and depends only on radial position, both in the reference space of the solid and in the physical space of the fluid, and time. The AMP algorithm can be used to compute solutions of the rotating disk problem without assuming any symmetry, and then compared with a fine-grid solution\(^6\) of the reduced one-dimensional equations which exploit the circular symmetry of the problem. This comparison is done for heavy, medium and light solids to verify the accuracy and stability of the algorithm.

We begin by considering the reduced equations for the FSI problem assuming circular symmetry. For this reduction, the first-order equations in (1) governing the fluid are written in terms of the polar coordinates $(r, \theta)$ in physical space defined by $x_1 = r \cos \theta$ and $x_2 = r \sin \theta$. The equations are then reduced assuming that all dependent variables depend on $r$ and $t$ alone. The resulting equations are

$$
\frac{\partial}{\partial t} \begin{bmatrix}
\rho

\rho v_r

\rho v^2_r + p

\frac{\rho v_r}{r}

\frac{\rho}{r}

\rho E + p
\end{bmatrix} + \frac{\partial}{\partial r} \begin{bmatrix}
\rho v_r

\rho v^2_r + p

\frac{\rho v_r}{r}

\frac{\rho}{r}

\rho E + p
\end{bmatrix} = 0,
$$

(48)

where $v_r$ is the component of the fluid velocity in the $r$ direction while the component of velocity in the $\theta$ direction is assumed to be zero.

For the solid, the second-order form of the governing equations in (2) become

$$
\rho \frac{\partial^2 \bar{u}_j}{\partial t^2} \bar{u}_j = \frac{1}{r} \frac{\partial}{\partial r} \left( \bar{r} \left( \bar{P}_{1j} \cos \bar{\theta} + \bar{P}_{2j} \sin \bar{\theta} \right) \right) + \frac{1}{r} \frac{\partial}{\partial \bar{\theta}} \left( -\bar{P}_{1j} \sin \bar{\theta} + \bar{P}_{2j} \cos \bar{\theta} \right), \quad j = 1, 2,
$$

(49)

in terms of the polar coordinates $(\bar{r}, \bar{\theta})$ defined by $\bar{x}_1 = \bar{r} \cos \bar{\theta}$ and $\bar{x}_2 = \bar{r} \sin \bar{\theta}$. We consider radial and angular displacements, $\bar{u}_r$ and $\bar{u}_\theta$, defined by

$$
\bar{x}_1 = \bar{x}_1 + \bar{u}_1 = (\bar{r} + \bar{u}_r) \cos(\bar{\theta} + \bar{u}_\theta), \quad \bar{x}_2 = \bar{x}_2 + \bar{u}_2 = (\bar{r} + \bar{u}_r) \sin(\bar{\theta} + \bar{u}_\theta).
$$

In terms of these displacements and assuming that $\bar{u}_r = \bar{u}_r(\bar{r}, t)$ and $\bar{u}_\theta = \bar{u}_\theta(\bar{r}, t)$, the governing equations in (49) reduce to

$$
\rho \left\{ \frac{\partial^2 \bar{u}_r}{\partial t^2} - (\bar{r} + \bar{u}_r) \left( \frac{\partial \bar{u}_\theta}{\partial t} \right)^2 \right\} = \frac{1}{\bar{r}} \left[ \frac{\partial}{\partial \bar{r}} \left( \bar{r} \bar{P}_{11} \right) - \bar{r} \bar{P}_{12} \frac{\partial \bar{u}_\theta}{\partial \bar{r}} - \bar{P}_{22} \right],
$$

$$
\rho \left\{ (\bar{r} + \bar{u}_r) \frac{\partial^2 \bar{u}_\theta}{\partial t^2} + 2 \left( \frac{\partial \bar{u}_r}{\partial t} \right) \left( \frac{\partial \bar{u}_\theta}{\partial t} \right) \right\} = \frac{1}{\bar{r}} \left[ \frac{\partial}{\partial \bar{r}} \left( \bar{r} \bar{P}_{12} \right) + \bar{r} \bar{P}_{11} \frac{\partial \bar{u}_\theta}{\partial \bar{r}} - \bar{P}_{21} \right],
$$

(50)

\(^6\)The one-dimensional fine grid solutions were computed with a grid-spacing that was ten times finer than that used for corresponding two-dimensional calculations.

Figure 8: FSI-AMP algorithm, manufactured solutions, SVK elastic piston. Maximum errors and estimated convergence rates at $t = 0.5$. 

<table>
<thead>
<tr>
<th>$h_i$</th>
<th>$E_i^{(p)}$</th>
<th>$\bar{r}$</th>
<th>$E_i^{(v_1)}$</th>
<th>$\bar{r}$</th>
<th>$E_i^{(v_2)}$</th>
<th>$\bar{r}$</th>
<th>$E_i^{(u)}$</th>
<th>$\bar{r}$</th>
<th>$E_i^{(n)}$</th>
<th>$\bar{r}$</th>
<th>$E_i^{(f)}$</th>
<th>$\bar{r}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/20</td>
<td>1.8e-5</td>
<td>6.9e-4</td>
<td>9.4e-5</td>
<td>1.1e-4</td>
<td>1.2e-4</td>
<td>6.9e-4</td>
<td>9.7e-5</td>
<td>1.1e-4</td>
<td>1.2e-4</td>
<td>6.9e-4</td>
<td>9.7e-5</td>
<td>1.1e-4</td>
</tr>
<tr>
<td>1/40</td>
<td>4.8e-6</td>
<td>9.3e-5</td>
<td>9.4e-5</td>
<td>3.4e-5</td>
<td>3.2e-5</td>
<td>3.6e-5</td>
<td>1.7e-4</td>
<td>4.0</td>
<td>2.4e-5</td>
<td>4.1</td>
<td>2.4e-5</td>
<td>4.1</td>
</tr>
<tr>
<td>1/80</td>
<td>1.2e-6</td>
<td>9.3e-5</td>
<td>4.3e-5</td>
<td>2.2e-6</td>
<td>3.9e-6</td>
<td>3.8e-6</td>
<td>4.3e-5</td>
<td>4.0</td>
<td>2.4e-5</td>
<td>4.1</td>
<td>2.4e-5</td>
<td>4.1</td>
</tr>
<tr>
<td>1/160</td>
<td>3.1e-7</td>
<td>9.3e-5</td>
<td>9.3e-5</td>
<td>1.2e-6</td>
<td>1.1e-5</td>
<td>4.0</td>
<td>3.6e-5</td>
<td>4.0</td>
<td>1.3e-6</td>
<td>4.0</td>
<td>1.3e-6</td>
<td>4.0</td>
</tr>
</tbody>
</table>

**Manufactured Solutions, SVK Elastic Piston**
where \( \hat{P}_{ij} \) are components of a rotated nominal stress tensor defined by

\[
\hat{P} = R \hat{\hat{P}} R^T, \quad \hat{R} = \begin{bmatrix}
\cos \hat{\theta} & \sin \hat{\theta} \\
-\sin \hat{\theta} & \cos \hat{\theta}
\end{bmatrix}, \quad \tilde{R} = \begin{bmatrix}
\cos(\hat{\theta} + \hat{u}_{\theta}) & \sin(\hat{\theta} + \hat{u}_{\theta}) \\
-\sin(\hat{\theta} + \hat{u}_{\theta}) & \cos(\hat{\theta} + \hat{u}_{\theta})
\end{bmatrix}.
\]

The components of the rotated stress depend on the displacements as specified by a choice of a constitutive model. For the purposes of this test problem, we consider the SVK model which gives

\[
\tilde{S} = \begin{bmatrix}
(\hat{\lambda} + 2\hat{\mu})\tilde{E}_{11} + \hat{\lambda}\tilde{E}_{22} & 2\hat{\mu}\tilde{E}_{12} \\
2\hat{\mu}\tilde{E}_{21} & \hat{\lambda}\tilde{E}_{11} + (\hat{\lambda} + 2\hat{\mu})\tilde{E}_{22}
\end{bmatrix},
\]

and the rotated Green strain tensor \( \tilde{\tilde{E}} \) is given as

\[
\tilde{\tilde{E}} = \frac{1}{2} \begin{bmatrix}
1 + \hat{u}_r \frac{\partial}{\partial \tilde{r}} & (\hat{\lambda} + \hat{\mu}) \hat{u}_r \hat{u}_\theta \frac{\partial}{\partial \tilde{r}} & \frac{\partial \hat{\theta}}{\partial r} \\
1 + \hat{u}_r \frac{\partial}{\partial \tilde{r}} & 1 + \hat{u}_r \frac{\partial}{\partial \tilde{r}} & \frac{\partial \hat{\theta}}{\partial \tilde{r}} \\
\frac{\partial \hat{\theta}}{\partial r} & \frac{\partial \hat{\theta}}{\partial \tilde{r}} & 1
\end{bmatrix}.
\]

The reduced equations in (48) governing the fluid are solved for \( a(t) < r < b \) and \( t > 0 \), where \( a(t) = 1 + \hat{u}_r(1, t) \) is the radial position of the fluid-solid interface. The equations in (50) for the solid are solved in the reference space for \( 0 < \tilde{r} < 1 \) and \( t > 0 \). At the fluid-solid interface, the matching conditions in (12) reduce to

\[
v_r = \frac{\partial \hat{u}_r}{\partial \tilde{t}}, \quad -(p - p_e) = \eta \hat{P}_{11}, \quad 0 = \hat{P}_{12}, \quad r = a(t), \quad \tilde{r} = 1, \quad t > 0,
\]

where \( p_e \) is a specified equilibrium pressure and \( \eta = 1/a(t) \). For the fluid, we take \( \rho = \rho_0, \ v_r = 0 \) and \( p = p_e \) at \( t = 0 \), where \( \rho_0 \) is a given initial density, and we assume that the outer boundary is a rigid circular wall so that \( v_r = 0 \) at \( r = b \). The initial conditions for the solid are taken to be

\[
\hat{u}_r = \hat{u}_\theta = 0, \quad \frac{\partial \hat{u}_r}{\partial \tilde{t}} = \tilde{V}(\tilde{r}), \quad \frac{\partial \hat{u}_\theta}{\partial \tilde{t}} = 0,
\]

where \( \tilde{V}(\tilde{r}) \) is a given initial radial velocity.

The coupled system of differential equations for the fluid and solid, along with the initial conditions, boundary conditions and interface conditions, can be integrated numerically to a final time, \( t_{\text{final}} \), using a very fine one-dimensional grid in the radial coordinates for the fluid and solid. The one-dimensional solution of the reduced equations describes the solution in the full two-dimensional geometry, and this solution is compared with numerical solutions of the two-dimensional equations obtained using the AMP algorithm without assuming circular symmetry. By analyzing the difference between these solutions, we are able verify the accuracy and stability of the AMP algorithm for this model FSI problem.

The composite grid used for the rotating disk problem is illustrated in Figure 9. Let \( G^{(j)}_{\text{rd}} \) denote the grid with resolution factor \( j \) which has grid spacing \( h_j \) approximately equal to \( 1/(10j) \). The two overlapping component grids for the outer fluid domain consist of a Cartesian grid for the square \([-2, 2] \times [-2, 2]\) together with an annular grid of inner radius \( r_{in} = a(0) = 1 \) and outer radius \( r_{out} = 1.25 \). The annular grid cuts a hole in the Cartesian grid to form the domain of the fluid. The two overlapping component grids for the inner solid domain consist of a Cartesian grid for the square \([-1, 1] \times [-1, 1]\) and an annular grid of inner radius \( \bar{r}_{in} = 0.75 \) and outer radius \( \bar{r}_{out} = r_{in} = 1 \). The annular grid of the solid trims the outer boundary of the Cartesian grid to form the domain of the solid. The annular grid in the fluid domain deforms at
each time step according to the displacement of the solid at the fluid-solid interface. This interface-fitted grid is generated with the hyperbolic grid generator [37], which uses a marching algorithm starting from the fluid-solid interface to construct the grid.

For the numerical results, we use $\bar{\rho} = \bar{\lambda} = \bar{\mu} = 1$ for the solid and $\gamma = 1.4$ for the fluid. The initial density and pressure in the fluid are assumed to be $\rho_0 = \gamma/\delta$ and $p_e = 1/\delta$, respectively, where $\delta$ is a density ratio parameter. We consider the cases of $\delta = 0.1$, $\delta = 1$ and $\delta = 10$, and refer to these as the light, medium and heavy solid cases, respectively, even though the initial solid density is held fixed and the initial fluid density varies in these three cases. The FSI problem is driven by the initial radial velocity of the solid, which is taken to be

$$\bar{V}(\bar{r}) = \omega_0 [4\bar{r}(1 - \bar{r})]^4,$$

where $\omega_0 = 0.1$ is a rotation rate parameter. We note that $\bar{V}(\bar{r})$ approaches zero rapidly enough as $\bar{r}$ approaches unity to ensure that the corresponding initial motion of the fluid-solid interface is sufficiently smooth in time so that the second-order accuracy of the scheme can be confirmed. The boundary conditions on the fluid at the outer boundary are taken as outflow conditions although this choice is not important since we stop the simulations before the leading outward-traveling disturbance in the fluid reaches the outer boundary.

Figure 10 shows shaded contours of the solution for the case of a light solid with density ratio $\delta = 0.1$. These contour plots are obtained from the full two-dimensional solution using $G_{rd}^{(4)}$ and the simplified interface projection. The displacement of the solid is used to plot the solution for the solid in physical space. The plots on the top row show shaded contours of the horizontal components of the velocity in the fluid and the solid at times $t = 0.5$ and $t = 1.0$. The bottom row gives plots of the fluid pressure $p$ and the solid stress-norm $|\bar{P}|$ defined as the Frobenius norm of the nominal stress $\bar{P}$. The initial radial velocity in the solid generates oscillatory disturbances in the radial and angular displacements. This oscillatory motion in the solid leads to a radially expanding and contracting fluid-solid interface which in turn generates acoustic waves in the fluid that radiate outward from the interface. The radially symmetric elastic waves in the solid and outward-traveling acoustic waves in the fluid are seen in the shaded contour plots at the two times shown.

The line plots in Figure 11 show the behavior of the horizontal component of velocity and stress along $x_2 = 0$ for density ratios of $\delta = 0.1$, 1 and 10. These line plots are taken from two-dimensional solutions using $G_{rd}^{(8)}$ and the simplified interface projection. The plots in the left column show the horizontal velocity in the solid (red) and fluid (blue). We note that the horizontal components of solid and fluid velocities match at the interface along $x_2 = 0$ in agreement with the interface condition, $\mathbf{n}^T \mathbf{v} = \mathbf{n}^T \mathbf{\bar{v}}$, in (12). The difference between the horizontal velocity from the full two-dimensional solution and that determined by the solution
Figure 10: Rotating disk solution contours at times $t = 0.5$ and $t = 1.0$ for a light solid $\delta = 0.1$, computed on grid $G^{(4)}_{rd}$. Top: fluid and solid horizontal velocities, $v_1$ and $\bar{v}_1$. Bottom: fluid pressure, $p$ and solid stress norm $|\bar{P}|$. Plot bounds at $t = 0.5$: $v_1 \in [-4.9404 - 05, 4.9440e - 05]$, $\bar{v}_1 \in [-4.99646e - 02, 4.99655e - 02]$, $p \in [9.99934, 10.00073]$, $|\bar{P}| \in [1.7e-04, 4.2e-02]$. Plot bounds at $t = 1.0$: $v_1 \in [-7.1114e-05, 7.1121e-05]$, $\bar{v}_1 \in [-3.38356698e-02, 3.383561242e-02]$, $p \in [9.999058, 10.00037]$, $|\bar{P}| \in [5.35 - 04, 5.42e - 02])$.

of the reduced one-dimensional equations is shown by the black curves in the velocity plots. The amplitude of these curves is small indicating excellent agreement between the two solutions. (The behavior of the error is described in more detail in the tables below.) The behavior of the horizontal component of the Cauchy stress in the solid, given by $\bar{\sigma}_{11}$ in blue, and the adjusted fluid pressure, given by $p_e - p$ in red, is shown in the plots in the right column of the figure. As in the plots of the velocity, we see that the stresses also match at the interface along $x_2 = 0$ in agreement with the interface condition in (12) involving stress.

The tables in Figures 12, 13 and 14 give maximum errors and estimated convergence rates for numerical solutions of the rotating disk problem at $t = 0.5$ for the density ratios $\delta = 10$, $1$ and $10^{-1}$, respectively. Results for the AMP algorithm using the simplified projection are compared to those using the full projection. The two sets of results are nearly identical and both show the expected second-order accuracy for all three cases. The case of the light solid is the most difficult case as the FSI problem is approaching that of inviscid fluid with a free surface; note that the ratios are getting closer to 4 as the grid is refined. In general, we have found that the difference between solutions computed using the simplified projection and the full projection is negligible for the FSI problems considered in this paper. For the heavy solid case, we also present errors and convergence rates for solutions obtained using a traditional partitioned (TP) scheme in which the velocity of the solid provides a boundary condition on the fluid and the traction from the fluid gives a forcing on the
solid (i.e. the traditional Dirichlet-Neumann coupling, see [1, 4]). The results for the TP scheme are very close to those of the present AMP algorithm for $\delta = 10$, but the TP scheme was found to be unstable for the medium ($\delta = 1$) and light ($\delta = 0.1$) solid cases.

6. Interaction of a planar shock and an elliptical solid

In this section, we study the interaction of a planar shock in a fluid with a solid that is initially in the shape of an ellipse and is oblique to the incoming shock. Solutions of this FSI problem are computed
Table: Rotating disk, heavy solid, simplified projection, $\delta = 10$

<table>
<thead>
<tr>
<th>$h_j$</th>
<th>$E_j^{(p)}$</th>
<th>$r$</th>
<th>$E_j^{(v1)}$</th>
<th>$r$</th>
<th>$E_j^{(v2)}$</th>
<th>$r$</th>
<th>$E_j^{(T)}$</th>
<th>$r$</th>
<th>$E_j^{(a)}$</th>
<th>$r$</th>
<th>$E_j^{(V)}$</th>
<th>$r$</th>
<th>$E_j^{(F)}$</th>
<th>$r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/20</td>
<td>1.5e-5</td>
<td>1.1e-4</td>
<td>1.1e-4</td>
<td>3.1e-5</td>
<td>1.7e-4</td>
<td>1.0e-3</td>
<td>1.5e-3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/40</td>
<td>4.1e-6</td>
<td>3.7</td>
<td>2.9e-5</td>
<td>3.7</td>
<td>3.0e-5</td>
<td>3.5</td>
<td>8.3e-6</td>
<td>3.7</td>
<td>2.9e-5</td>
<td>5.7</td>
<td>2.3e-4</td>
<td>4.5</td>
<td>2.1e-4</td>
<td>6.9</td>
</tr>
<tr>
<td>1/80</td>
<td>9.6e-7</td>
<td>4.3</td>
<td>6.6e-6</td>
<td>4.4</td>
<td>6.7e-6</td>
<td>4.5</td>
<td>1.9e-6</td>
<td>4.3</td>
<td>5.6e-6</td>
<td>5.3</td>
<td>4.8e-5</td>
<td>4.8</td>
<td>3.9e-5</td>
<td>5.4</td>
</tr>
<tr>
<td>1/160</td>
<td>2.4e-7</td>
<td>4.1</td>
<td>1.6e-6</td>
<td>4.1</td>
<td>1.6e-6</td>
<td>4.1</td>
<td>4.8e-7</td>
<td>4.1</td>
<td>1.2e-6</td>
<td>4.8</td>
<td>1.1e-5</td>
<td>4.5</td>
<td>8.3e-6</td>
<td>4.8</td>
</tr>
<tr>
<td>rate</td>
<td>2.01</td>
<td>2.02</td>
<td>2.03</td>
<td>2.01</td>
<td>2.39</td>
<td>2.20</td>
<td>2.48</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table: Rotating disk, heavy solid, full projection, $\delta = 10$

<table>
<thead>
<tr>
<th>$h_j$</th>
<th>$E_j^{(p)}$</th>
<th>$r$</th>
<th>$E_j^{(v1)}$</th>
<th>$r$</th>
<th>$E_j^{(v2)}$</th>
<th>$r$</th>
<th>$E_j^{(T)}$</th>
<th>$r$</th>
<th>$E_j^{(a)}$</th>
<th>$r$</th>
<th>$E_j^{(V)}$</th>
<th>$r$</th>
<th>$E_j^{(F)}$</th>
<th>$r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/20</td>
<td>1.5e-5</td>
<td>1.1e-4</td>
<td>1.1e-4</td>
<td>3.1e-5</td>
<td>1.7e-4</td>
<td>1.0e-3</td>
<td>1.5e-3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/40</td>
<td>4.1e-6</td>
<td>3.7</td>
<td>2.9e-5</td>
<td>3.7</td>
<td>3.0e-5</td>
<td>3.5</td>
<td>8.3e-6</td>
<td>3.7</td>
<td>2.9e-5</td>
<td>5.7</td>
<td>2.3e-4</td>
<td>4.5</td>
<td>2.1e-4</td>
<td>6.9</td>
</tr>
<tr>
<td>1/80</td>
<td>9.6e-7</td>
<td>4.3</td>
<td>6.6e-6</td>
<td>4.4</td>
<td>6.7e-6</td>
<td>4.5</td>
<td>1.9e-6</td>
<td>4.3</td>
<td>5.6e-6</td>
<td>5.3</td>
<td>4.8e-5</td>
<td>4.8</td>
<td>3.9e-5</td>
<td>5.4</td>
</tr>
<tr>
<td>1/160</td>
<td>2.4e-7</td>
<td>4.1</td>
<td>1.6e-6</td>
<td>4.1</td>
<td>1.6e-6</td>
<td>4.1</td>
<td>4.8e-7</td>
<td>4.1</td>
<td>1.2e-6</td>
<td>4.8</td>
<td>1.1e-5</td>
<td>4.5</td>
<td>8.3e-6</td>
<td>4.8</td>
</tr>
<tr>
<td>rate</td>
<td>2.01</td>
<td>2.02</td>
<td>2.03</td>
<td>2.01</td>
<td>2.39</td>
<td>2.20</td>
<td>2.48</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 12: Rotating SVK disk, heavy solid. Maximum errors and estimated convergence rates at $t = 0.5$, computed using the AMP scheme for a heavy solid, $\delta = 10$. Results are shown for the simplified projection, full projection and traditional partitioned scheme.

Table: Rotating disk, medium solid, simplified projection, $\delta = 1$

<table>
<thead>
<tr>
<th>$h_j$</th>
<th>$E_j^{(p)}$</th>
<th>$r$</th>
<th>$E_j^{(v1)}$</th>
<th>$r$</th>
<th>$E_j^{(v2)}$</th>
<th>$r$</th>
<th>$E_j^{(T)}$</th>
<th>$r$</th>
<th>$E_j^{(a)}$</th>
<th>$r$</th>
<th>$E_j^{(V)}$</th>
<th>$r$</th>
<th>$E_j^{(F)}$</th>
<th>$r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/20</td>
<td>1.1e-4</td>
<td>7.3e-5</td>
<td>7.5e-5</td>
<td>2.1e-5</td>
<td>1.7e-4</td>
<td>1.0e-3</td>
<td>1.5e-3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/40</td>
<td>3.2e-5</td>
<td>3.3</td>
<td>2.3e-5</td>
<td>3.2</td>
<td>2.3e-5</td>
<td>3.2</td>
<td>6.6e-6</td>
<td>3.2</td>
<td>2.9e-5</td>
<td>5.7</td>
<td>2.3e-4</td>
<td>4.5</td>
<td>2.1e-4</td>
<td>6.9</td>
</tr>
<tr>
<td>1/80</td>
<td>8.3e-6</td>
<td>3.9</td>
<td>5.8e-6</td>
<td>4.0</td>
<td>5.8e-6</td>
<td>4.0</td>
<td>1.7e-6</td>
<td>3.9</td>
<td>5.6e-6</td>
<td>5.3</td>
<td>4.8e-5</td>
<td>4.8</td>
<td>3.9e-5</td>
<td>5.5</td>
</tr>
<tr>
<td>1/160</td>
<td>2.1e-6</td>
<td>4.0</td>
<td>1.5e-6</td>
<td>4.0</td>
<td>1.5e-6</td>
<td>4.0</td>
<td>4.3e-7</td>
<td>4.0</td>
<td>1.2e-6</td>
<td>4.8</td>
<td>1.1e-5</td>
<td>4.5</td>
<td>8.1e-6</td>
<td>4.8</td>
</tr>
<tr>
<td>rate</td>
<td>2.01</td>
<td>1.89</td>
<td>1.90</td>
<td>1.89</td>
<td>2.39</td>
<td>2.20</td>
<td>2.49</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table: Rotating disk, medium solid, full projection, $\delta = 1$

<table>
<thead>
<tr>
<th>$h_j$</th>
<th>$E_j^{(p)}$</th>
<th>$r$</th>
<th>$E_j^{(v1)}$</th>
<th>$r$</th>
<th>$E_j^{(v2)}$</th>
<th>$r$</th>
<th>$E_j^{(T)}$</th>
<th>$r$</th>
<th>$E_j^{(a)}$</th>
<th>$r$</th>
<th>$E_j^{(V)}$</th>
<th>$r$</th>
<th>$E_j^{(F)}$</th>
<th>$r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/20</td>
<td>1.1e-4</td>
<td>7.3e-5</td>
<td>7.5e-5</td>
<td>2.1e-5</td>
<td>1.7e-4</td>
<td>1.0e-3</td>
<td>1.5e-3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/40</td>
<td>3.2e-5</td>
<td>3.3</td>
<td>2.3e-5</td>
<td>3.2</td>
<td>2.3e-5</td>
<td>3.2</td>
<td>6.6e-6</td>
<td>3.2</td>
<td>2.9e-5</td>
<td>5.7</td>
<td>2.3e-4</td>
<td>4.5</td>
<td>2.1e-4</td>
<td>6.9</td>
</tr>
<tr>
<td>1/80</td>
<td>8.3e-6</td>
<td>3.9</td>
<td>5.8e-6</td>
<td>4.0</td>
<td>5.8e-6</td>
<td>4.0</td>
<td>1.7e-6</td>
<td>3.9</td>
<td>5.6e-6</td>
<td>5.3</td>
<td>4.8e-5</td>
<td>4.8</td>
<td>3.9e-5</td>
<td>5.5</td>
</tr>
<tr>
<td>1/160</td>
<td>2.1e-6</td>
<td>4.0</td>
<td>1.5e-6</td>
<td>4.0</td>
<td>1.5e-6</td>
<td>4.0</td>
<td>4.3e-7</td>
<td>4.0</td>
<td>1.2e-6</td>
<td>4.8</td>
<td>1.1e-5</td>
<td>4.5</td>
<td>8.1e-6</td>
<td>4.8</td>
</tr>
<tr>
<td>rate</td>
<td>1.89</td>
<td>1.89</td>
<td>1.90</td>
<td>1.89</td>
<td>2.39</td>
<td>2.20</td>
<td>2.49</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 13: Rotating SVK disk, medium solid. Maximum errors and estimated convergence rates at $t = 0.5$, computed using the AMP scheme medium solid, $\delta = 1$. Results are shown for the simplified and full projections, the traditional partitioned scheme is unstable in this case.

assuming the fluid is an ideal gas, and for two different hyperelastic constitutive models for the solid, namely, the neo-Hookean (NH) constitutive law in (10) and linearly-elastic (LE) constitutive law in (11). The ratio of the density of the solid to that in the fluid is taken to be small so that added-mass effects are significant. The numerical solutions of the FSI problem are computed using the AMP algorithm with the simplified AMP projection given in (29) for both of these cases. The intent of this study is to demonstrate the stability and accuracy of the AMP algorithm for a complex light-solid FSI problem, and also to contrast the behavior of solutions obtained using two different solid models for a FSI problem exhibiting a large solid rotation. For this latter comparison, we also find it helpful to consider the numerical solution of the FSI problem assuming the solid is rigid. The solution of the rigid-body (RB) case is computed using the approach for light rigid
Rotating disk, light solid, simplified projection, $\delta = 0.1$

<table>
<thead>
<tr>
<th>$h_j$</th>
<th>$E^{(r)}_1$</th>
<th>$r$</th>
<th>$E^{(v_1)}_1$</th>
<th>$r$</th>
<th>$E^{(v_2)}_1$</th>
<th>$r$</th>
<th>$E^{(T)}_1$</th>
<th>$r$</th>
<th>$E^{(\dot{u})}_1$</th>
<th>$r$</th>
<th>$E^{(\dot{v})}_1$</th>
<th>$r$</th>
<th>$E^{(\dot{P})}_1$</th>
<th>$r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/20</td>
<td>1.1e-3</td>
<td>4.0e-5</td>
<td>2.7e-5</td>
<td>5.7e-5</td>
<td>1.8e-4</td>
<td>1.2e-3</td>
<td>1.5e-3</td>
<td>5.7e-5</td>
<td>1.8e-4</td>
<td>1.2e-3</td>
<td>1.5e-3</td>
<td>5.7e-5</td>
<td>1.8e-4</td>
<td>1.2e-3</td>
</tr>
<tr>
<td>1/40</td>
<td>1.8e-4</td>
<td>5.9</td>
<td>1.3e-5</td>
<td>3.1</td>
<td>1.3e-5</td>
<td>2.1</td>
<td>3.8e-6</td>
<td>15.2</td>
<td>3.2e-5</td>
<td>5.6</td>
<td>2.9e-4</td>
<td>4.2</td>
<td>2.2e-4</td>
<td>6.8</td>
</tr>
<tr>
<td>1/80</td>
<td>6.3e-5</td>
<td>2.9</td>
<td>4.4e-6</td>
<td>2.9</td>
<td>1.3e-6</td>
<td>2.9</td>
<td>6.2e-6</td>
<td>5.2</td>
<td>6.4e-5</td>
<td>4.5</td>
<td>4.2e-5</td>
<td>5.2</td>
<td>6.4e-5</td>
<td>4.5</td>
</tr>
<tr>
<td>1/160</td>
<td>1.8e-5</td>
<td>3.6</td>
<td>1.3e-6</td>
<td>3.5</td>
<td>1.2e-6</td>
<td>3.6</td>
<td>3.6e-7</td>
<td>3.6</td>
<td>1.3e-6</td>
<td>4.7</td>
<td>1.5e-5</td>
<td>4.4</td>
<td>9.2e-6</td>
<td>4.6</td>
</tr>
<tr>
<td>rate</td>
<td>1.94</td>
<td>1.65</td>
<td>1.49</td>
<td>2.35</td>
<td>2.36</td>
<td>2.13</td>
<td>2.45</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Rotating disk, light solid, full projection, $\delta = 0.1$

<table>
<thead>
<tr>
<th>$h_j$</th>
<th>$E^{(r)}_1$</th>
<th>$r$</th>
<th>$E^{(v_1)}_1$</th>
<th>$r$</th>
<th>$E^{(v_2)}_1$</th>
<th>$r$</th>
<th>$E^{(T)}_1$</th>
<th>$r$</th>
<th>$E^{(\dot{u})}_1$</th>
<th>$r$</th>
<th>$E^{(\dot{v})}_1$</th>
<th>$r$</th>
<th>$E^{(\dot{P})}_1$</th>
<th>$r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/20</td>
<td>1.1e-3</td>
<td>4.0e-5</td>
<td>2.7e-5</td>
<td>5.7e-5</td>
<td>1.8e-4</td>
<td>1.2e-3</td>
<td>1.5e-3</td>
<td>5.7e-5</td>
<td>1.8e-4</td>
<td>1.2e-3</td>
<td>1.5e-3</td>
<td>5.7e-5</td>
<td>1.8e-4</td>
<td>1.2e-3</td>
</tr>
<tr>
<td>1/40</td>
<td>1.8e-4</td>
<td>5.9</td>
<td>1.3e-5</td>
<td>3.1</td>
<td>1.3e-5</td>
<td>2.1</td>
<td>3.8e-6</td>
<td>15.3</td>
<td>3.2e-5</td>
<td>5.6</td>
<td>2.9e-4</td>
<td>4.2</td>
<td>2.2e-4</td>
<td>6.8</td>
</tr>
<tr>
<td>1/80</td>
<td>6.3e-5</td>
<td>2.9</td>
<td>4.4e-6</td>
<td>2.9</td>
<td>1.3e-6</td>
<td>2.9</td>
<td>6.2e-6</td>
<td>5.2</td>
<td>6.4e-5</td>
<td>4.5</td>
<td>4.2e-5</td>
<td>5.2</td>
<td>6.4e-5</td>
<td>4.5</td>
</tr>
<tr>
<td>1/160</td>
<td>1.8e-5</td>
<td>3.6</td>
<td>1.3e-6</td>
<td>3.5</td>
<td>1.2e-6</td>
<td>3.6</td>
<td>3.6e-7</td>
<td>3.6</td>
<td>1.3e-6</td>
<td>4.7</td>
<td>1.5e-5</td>
<td>4.4</td>
<td>9.2e-6</td>
<td>4.6</td>
</tr>
<tr>
<td>rate</td>
<td>1.94</td>
<td>1.65</td>
<td>1.49</td>
<td>2.35</td>
<td>2.36</td>
<td>2.13</td>
<td>2.45</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 14: Rotating SVK disk, light solid. Maximum errors and estimated convergence rates at $t = 0.5$, computed using the AMP scheme medium solid, $\delta = 0.1$. Results are shown for the simplified and full projections, the traditional partitioned scheme is unstable in this case.

bodies described in [2]. We also compare numerical solution for the NH case using the full AMP projection given in (28) with that obtained using the simplified projection.

Figure 15: Composite grid $G_e^{(j)}$ for the fluid surrounding a deforming elliptical solid at $t = 0$. The solid domain is discretized with the red Cartesian grid and the pink boundary-fitted hyperbolic grid. The fluid domain is discretized with the blue Cartesian grid and the green hyperbolic grid fitted to the elliptical boundary of the solid. The green grid deforms over time while all other grids remain static.

At the initial time, $t = 0$, the center of the elliptical solid is located at $\mathbf{x} = (-1,0)$ and its major axis is tilted 45 degrees with respect to the planar shock initially located at $\mathbf{x} = (-2.25,0)$ and traveling in the positive $x_1$-direction. The lengths of the semi-axes of the ellipse are 1.25 and 0.5. The density of the solid is taken to be $\bar{\rho} = 0.1$, and for the elastic NH and LE cases the solid material parameters are chosen to be $\bar{\lambda} = \bar{\mu} = 4$. The ratio of specific heats for the gas is assumed to be $\gamma = 1.4$, and the initial shock Mach number is taken to be $M = 1.3$. The ambient state of the gas ahead of the shock in primitive variables is $[\rho, v_1, v_2, p] = [1, 0, 0, 1]$, and the corresponding state behind the shock is $[1.516, 0.5233, 0, 1.191]$ as determined by the usual shock jump conditions [43].

The composite grid for the deforming ellipse geometry is denoted by $G_e^{(j)}$ and has grid spacing $h_j = 1/(10j)$ for the grid resolution factor $j$. The composite grid consists of four component grids as illustrated.
Figure 16: Planar shock impacting an elliptical solid. A comparison of the solutions obtained using the Neo-Hookean model (top), rigid body model (middle), and linearly-elasticity model (bottom) at times $t = 0.5$ (left), $t = 2.0$ (middle) and $t = 4.0$ (right).

in Figure 15 for the case $j = 4$ at $t = 0$. The elliptical solid domain in the reference space is represented by a static rectangular grid $R_*$ for the domain $[-2.75, 1.75] \times [1.75, 1.75]$ and an overlapping static boundary-fitted grid generated by the hyperbolic grid generator from the fluid-solid interface represented by a spline. The fluid domain in the physical space is also represented by two component grids: a static background rectangular grid $R_f$ on the domain $[-4, 5] \times [-4, 4]$ and an overlapping boundary-fitted grid that moves according to the computed deformation of the fluid-solid interface. The latter grid is generated from the fluid-solid interface in physical space using the hyperbolic grid generator. Both hyperbolic grids have 6 grid lines in the normal direction (plus ghost lines). To give an indication of the number of grid points involved, the finest composite grid used for the simulations presented in this section is $G^{(16)}$ which has approximately
2.2 million grid points. We note, however, that only about 8,800 of these grid points belong to the two curvilinear component grids so that a large percentage of the total grid points lie on Cartesian grids. The fluid and solid domain solvers are optimized for Cartesian grids and thus the total cost of the simulations is dominated by the cost of advancing the numerical solution on static Cartesian grids with a relatively small portion of the total cost needed to handle grid motion and deformation.

Figure 16 shows the solutions at times $t = 0.5$, $2.0$ and $4.0$ for the NH, RB and LE solid models in rows from top to bottom. The solution in the fluid domain is illustrated using numerical schlieren images which describe the behavior of the gradient of density (see [8] for the definition). This choice highlights the complex wave behavior (shocks and contacts) in the fluid. Shaded contours of the magnitude of the solid velocity, $|\vec{v}| = \sqrt{\vec{v}_1^2 + \vec{v}_2^2}$, are shown in the (deforming) solid domains. The solutions at time $t = 0.5$ depict the state shortly after the shock has impacted the solid. At this time the NH and LE results are similar with the leading (left-hand) region of the solid clearly being deformed by the shock. For the RB case, the entire rigid body accelerates immediately upon impact with the incident planar shock, which then generates a bow shock in the fluid seen to the right of the body. Similar bow shocks are observed in the NH and LE cases, but their generation is delayed by the time required for the elastic waves to traverse the solid. By the intermediate time $t = 2$ there are clear differences between the results from the three solid models, and these differences become larger at the later time $t = 4$. The LE model, which assumes that $\|\vec{u}_k\| = \|F - I\| \ll 1$, is not suitable for FSI problem with large solid rotations and this property is clearly evident: the LE solid does not rotate very much but rather moves on a trajectory downward and to the right. The overall motion of the solid for the NH and RB models is similar, although the solid for the RB model has moved somewhat further to the right. Another feature that appears in the fluid schlieren images is that, compared to the results for the rigid body, the NH and LE results show many low amplitude waves in the fluid that are generated by the elastic waves in the solid interacting with the interface after the impact with the shock.

Figure 17: Planar shock impacting an elliptical solid. A comparison of the evolution of the solid boundary for the Neo-Hookean model (blue), rigid body model (red), and linearly-elasticity model (green) at $t = 0.5$, $2.0$ and $4.0$.

Figure 17 shows the behavior of the solid boundary from the solutions described in Figure 16 on the same graph. At the early time, $t = 0.5$, the positions of the solid boundaries determined by the NH model (blue) and LE model (green) are very close. At this time, the deformation is relatively small so that the deformation gradient tensor is close the identity and the LE model is a good approximation of the NH model. The boundary given by the RB solution shows some difference in comparison to the other two solutions. At the two later times, the solid boundary given by the LE solution continues to translate but with little rotation in agreement with the solutions shown in Figure 16. In contrast, the boundaries given by solutions of the NH and RB models show translation and significant rotation, and with some differences in the position of the solid boundaries as expected.

The convergence of the numerical solution can be judged by comparing solutions obtained using composite
Figure 18: Planar shock impacting an elliptical solid. A comparison of solutions for the medium resolution grid $\mathcal{G}_c^{(8)}$ (left) and the fine grid $\mathcal{G}_c^{(16)}$ (right) for the neo-Hookean solid model at $t = 2.0$.

Figure 19: Planar shock impacting an elliptical solid. A comparison of solutions using the simplified AMP projection (left) and the full AMP projection (right) for the neo-Hookean solid model with grid $\mathcal{G}_c^{(16)}$ at $t = 4.0$.

grids with different resolutions. Figure 18 shows numerical solutions of the FSI problem for the NH solid model at $t = 2.0$ using the grids $\mathcal{G}_c^{(8)}$, medium resolution (left), and $\mathcal{G}_c^{(16)}$, fine resolution (right). Differences in the two solutions are observed in the thickness of shocks and contacts in the fluid, as expected, but there is generally very good agreement between the two solutions. The qualitative agreement shown in the figure for the planar shock/elliptical solid FSI problem supports the results of the detailed quantitative convergence studies discussed in the previous section of the paper.

The numerical solutions described here for the NH and LE solids models are computed using the AMP algorithm with the simplified projection formulas in (29). As mentioned earlier, we have found that there is negligible difference between solutions obtained using the simplified projection and those obtained using the full projection formulas in (28) for all FSI problems we have studied. Figure 19 illustrates this observation for solutions of the planar shock/elliptical solid FSI problem for the NH solid model. The figure shows two solutions, one using the simplified projection (left) and the other using the full projection (right). Both
solutions are computed using the composite grid $G^{(16)}$ and the results are shown at $t = 4.0$. We observe no distinguishable difference between the two solutions in agreement with the results of previously discussed FSI problems.

### 7. Flexible solid beam in a cross flow

As a final demonstration of the AMP scheme we consider high speed flow past a thin flexible beam in a fluid channel. This example illustrates the capability of the numerical approach to handle light flexible solids undergoing large deformations. The geometry of the problem at the initial time consists of a vertical solid beam, fixed at its base and parallel to the $y$-axis, in a fluid channel of dimensions $[x_a, x_b] \times [y_a, y_b] = [-1, 2] \times [0, 1.5]$. The height of the beam is 1.0, while the thickness is approximately 0.1 over its length, except near the rounded free end\(^7\), as shown in Figure 20.

Figure 20: Composite grid $G^{(16)}$ for a deforming solid beam in a channel at two times and a magnified view near the rounded tip. The solid domain is discretized with the red Cartesian grid and the pink boundary-fitted hyperbolic grid. The fluid domain is discretized with the blue Cartesian grid and the green hyperbolic grid. The green fluid grid deforms over time while all other grids remain static (the solid grids are adjusted by the displacement for plotting purposes).

The composite grid for the beam in a channel geometry is denoted by $G_{bic}^{(j)}$ and has grid spacing $h_j \approx 1/(10j)$ for the grid resolution factor $j$. The composite grid consists of four component grids as illustrated in Figure 20 for the case $j = 16$. The fluid domain is discretized with a background Cartesian grid together with a hyperbolic grid adjacent to the beam surface. The hyperbolic grid is constructed by marching 9 grid lines in the normal direction. The solid domain is also discretized with a background grid and a hyperbolic grid with 10 grid lines in the normal direction. The average grid spacings in the two solid grids are approximately 1.2 times smaller than those in the fluid grids in order to better resolve the thin solid domain.

The fluid is taken to be an ideal gas with ratio of specific heats $\gamma = 1.4$. The solid, modeled by the neo-Hookean constitutive law, is chosen to be quite light and flexible with different material parameters chosen for the four cases considered below. The fluid and solid are initially at rest and in mechanical equilibrium. The initial state of the gas in primitive variables is $[\rho, v_1, v_2, p] = [1, 0, 0, 1/\gamma] \equiv q_0$. The initial displacement, velocity and stress in the solid are zero, and the equilibrium pressure, $p_e = 1/\gamma$, is chosen to match the

---

\(^7\) The boundary of the beam, including its rounded end, is defined in terms of hyperbolic trigonometric functions through the $SmoothedPolygon$ mapping [44]. The precise definition of the grid and the scripts to run the simulations presented in this section (and previous sections) are available with the Overture software at [overtureFramework.org](http://overtureFramework.org).
initial fluid pressure. The flow is smoothly accelerated by specifying the inflow boundary condition as

$$[\rho, v_1, v_2, p] = q_0 + (q_1 - q_0)R(t), \quad \text{for } x = x_a, \ t > 0,$$

where $[\rho, v_1, v_2, p] = [1.1691, 0.1591, 0, .8893] \equiv q_1$ is the inflow state reached for $t \geq 1$, and where $R(t)$ is a smooth ramp function given by

$$R(t) = \begin{cases} 
(3 - 2t)t^2, & \text{for } 0 \leq t \leq 1, \\
1, & \text{for } t > 1.
\end{cases}$$

The ramp function satisfies $R(0) = 0$, $R(1) = 1$ and $R'(0) = R'(1) = 0$. The final state $q_1$ was chosen to correspond to the state behind a shock with shock Mach number equal to 1.1. The boundary conditions on the top and bottom of the fluid domain are taken as slip walls, while an outflow boundary condition is specified at $x = x_b$. The bottom boundary of the solid at $y = y_a$ is specified as a zero displacement boundary. The interface between the fluid and solid is treated with the simplified AMP projection scheme.

The images in Figure 21 provide snapshots of the solution at $t = 1, 2, \ldots, 6$ for a solid beam with $\bar{\rho} = \lambda = \bar{\mu} = 10$. The instantaneous streamlines in the fluid are shown along with shaded contours of the solid speed, $|\bar{v}|$. The fluid flow traveling to the right from the ramped inflow boundary at $x = x_a$ reaches the beam at $t \approx 1$. The maximum horizontal acceleration of the beam occurs along its central portion initially due to the largest fluid stresses there, and this causes the beam to bend concave to the left at early times. Later the top portion of the beam experiences the highest acceleration which causes the beam to bend concave to the right by $t = 6$. The beam undergoes large deformations, with correspondingly large displacement of the body-fitted fluid grid, and this FSI problem is computed effectively with the AMP scheme on deforming composite grids.

![Figure 21: Flow past a solid beam in a channel. Instantaneous streamlines in the fluid and speed of solid at times $t = 1, 2, \ldots, 6$ for $\bar{\rho} = \lambda = \bar{\mu} = 10$, computed on grid $G^{(2)}_{bic}$](image)

Figure 22 shows the position of the centerline of beams at various times and for different sets of material parameters. The position $\bar{x}$ of the centerline at a given time $t$ is defined by $\bar{x} = \bar{x} + \bar{u}(\bar{x}, t)$ along the vertical line segment from $\bar{x} = (0, 0)$ to $(0, 1)$ in the reference domain of the solid. The displacement $\bar{u}$ is determined by interpolation of the composite-grid solution for the solid onto this line segment. All beams considered
are light and flexible. The heaviest beam has a density of only 100 times that of the ambient air, while the lightest beam has a density equal to the ambient air. The initial motions of the beams are similar in all cases although the light and more flexible beams undergo larger deformations. Note that the two heavier cases are shown at times $t = 0, 2, 4, \ldots, 14$, while the two lighter cases are shown at times $t = 0, 1, 2, 3, \ldots, 7$. The heaviest and stiffest beam considered, with $\bar{\rho} = 100$ and $\bar{\lambda} = \bar{\mu} = 100$, undergoes a fairly large deflection of approximately 40% of its length in the horizontal direction. The very lightest beam considered, with $\bar{\rho} = 1$ and $\bar{\lambda} = \bar{\mu} = 10$, bends over dramatically by $t = 5$, and has started to bend back upwards by the final time shown, $t = 7$.

![Graphs showing the position of the centerline of beams with different material properties.](image)

Figure 22: Position of the centerline of beams with different material properties.

Figure 23 shows results from a grid convergence study. The position of the beam centerline is compared at different times for computations using the coarse grid $G_{bic}^{(16)}$ and the finer grid $G_{bic}^{(32)}$. Results for two different cases are presented: the heavier and stiffer beam with $\bar{\rho} = \bar{\lambda} = \bar{\mu} = 100$ is compared at times $t = 0, 2, 4, \ldots, 14$, while the lighter and more flexible beam with $\bar{\rho} = \bar{\lambda} = \bar{\mu} = 10$ is compared at times $t = 0, 1, 2, \ldots, 7$. In both cases the fine and coarse grid results are in excellent agreement. Only slight differences start to appear for later times as would be expected.

8. Conclusions

We have developed a new added mass partitioned (AMP) algorithm for simulating FSI problems that couple inviscid compressible fluids and nonlinear hyperelastic solids. The AMP algorithm uses a mixed Eulerian-Lagrangian approach on deforming composite grids (DCG) so that large changes in geometry can
Figure 23: Grid convergence of the beam centerline. Comparison of the solutions from the coarse grid $G_{bic}^{(16)}$ (colored lines) and the finer grid $G_{bic}^{(32)}$ (black lines with symbols).

be handled efficiently while maintaining high-quality grids. The partitioned approach enables the use of separate domain solvers whose solutions couple at the fluid-solid interface in the FSI-DCG time-stepping algorithm. For the fluid domain, we used an existing scheme for the Euler equations of gas dynamics based on a second-order extension of Godunov’s method with an approximate Roe Riemann solver. The solver for the equations of nonlinear elasticity is a second-order characteristic-based upwind method, which extends a previous numerical approach for linearly elastic solids. The new solid-domain solver incorporates small high-order dissipation terms to stabilize the contributions of the characteristic variables associated with zero eigenvalues of the first-order system of equations for the solid. The scheme also includes a stress-strain relaxation term to ensure that the stress-strain compatibility condition is nearly satisfied.

An important contribution of the present work is the analysis of a fluid-solid Riemann problem at the interface. The solution of the problem, obtained using the method of characteristics and the matching conditions at the interface, provides formulas for the normal velocity and stress on the interface in terms of impedance-weighted averages of the values for the fluid and solid on either side of the interface. The interface states given by these formulas are used in a projection step of the AMP algorithm. Two versions of this interface projection are derived, a full projection and a simplified projection, and it is found that numerical solutions obtained using either projection are nearly identical although the simplified projection is easier to implement and computationally less costly. The AMP algorithm with either projection is accurate and stable, even for the case of light solids when added-mass effects are large.

Four FSI problems were considered to verify the accuracy and stability of the AMP algorithm. An FSI model problem involving an elastic piston configuration was considered. Numerical solutions were computed using the AMP algorithm on a sequence of composite grids with increasing grid resolution and compared with an exact solution constructed using the method of analytic solutions. Maximum norm errors were computed to verify the order of accuracy of the numerical solutions. The second problem considered involved a rotating elastic disk immersed in a fluid. A semi-analytic exact solution was obtained assuming circular symmetry of the problem, and this solution was used to verify the accuracy and stability of solutions computed using the AMP algorithm (without assuming any symmetry) for the cases of heavy, medium and light solids. The errors in the solutions computed using a traditional partitioned (TP) algorithm were found to be similar to those obtained using the AMP algorithm for the heavy solid case. The TP algorithm was not stable for the medium and light solid cases. A third FSI problem involving a planar shock impacting a light elliptical-shaped solid was computed with the AMP algorithm using the neo-Hookean (NE) and linear elastic (LE) constitutive solid models. The results were also compared with solutions computed assuming a rigid elliptical solid. It was found that the NH and LE solutions agreed well at a time just after the initial shock impact when the solid deformation was small. The subsequent evolution of the NH solid, however, showed significant rotation so that the NH and LE solutions were not close at later times, as expected. The behavior of the
solid for the rigid case, on the other hand, was found to be reasonably close to that for the NH case. A comparison of solutions for the NH model using grids of different resolution indicated stability and grid convergence for this complex FSI problem. Finally the flow of a high speed gas past a light, thin and flexible solid beam was simulated in order to demonstrate the effectiveness of the AMP algorithm and deforming composite grids to treat problems with large deformations. Computations were performed for beams with different material properties, and very large deformations of the beam centerline were observed, especially for the lightest beam considered. Grid convergence studies were presented which showed excellent agreement for the position of the beam centerline.

Extensions of the present work to FSI problems in three dimensions using the FSI-DCG approach together with parallel adaptive mesh refinement is under present consideration. Further active research includes the development of AMP algorithms for FSI problems with other fluid and solid models.
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